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Abstract:

The thesis concentrate on a volatility analysisaaftock market in the Czech Republic in
years 1994-2009 including a comparison with a datdlable from world developed stock markets
- namely European region, USA and Japan. Econaorrtewis include GARCH model and its most
popular derivatives and generalisations i.e. IGAREBARCH and APARCH processes.

The thesis is split into two main parts. The fppstt is devoted to a PSE volatility analysis
based only on domestic data series involving GAR4s model estimations, forecasting abilities
comparison and also a structural-break analysiscas the ICSS algorithm including the Inclan-
Tiao test and its successors.

Next part involves a dynamic analysis based on DOGGARCH model, which describes a
change in a volatility spillover effect during ttime. Data source used during the model estimation
includes a development of stock indices and al$qradits from point of view of Czech investor
investing on global markets. It is furthermore suped by Granger causality estimation, which
reveals a long-lasting unidirectional dependend@Sf on other developed markets.

The complex results, which arise from a synergistmpound of particular econometric

models, show that the stock market in the CzechuBlapcame through three main phases.

Keywords: volatility analysis, structural modelsultivariate models, impact of international
integration
JEL Classification: C22, C23, E44, G14, G15, F36



Abstrakt:

Tato prace se zabyva analyzou volatiligského akciového trhu v letech 1994 az 2009
véetrg srovnani s vysflymi svétovymi akciovymi trhy - konkréth se jedna o evropsky region,
USA a Japonsko. Nastroji ekonometrické analyzy jsasto uzivané modely odvozené od
pavodniho procesu GARCH tzn. IGARCH, EGARCH a APAR@Idcesy.

Prace je rozélena do dvou hlavnichasti. Prvni¢ast je ¥novana analyze volatility Burzy
cennych papir Praha zaloZené pouze na doméacich informacichy2aabsahuje odhady model
GARCH, srovnani jejich schopnostieglpovidani a rowz ¢ast ¥novanou strukturalnim zlofm
zaloZzené na ICSS algoritmu, Inclan-Tiao testu a jgbravenych verzich.

DalSi ¢ast se zabyva dynamickou analyzou zaloZzenou na BMIEGARCH modelu, ktery
popisuje vyvoj volatility spillover efekt béhem pozorovaného obdobi. Datovy zdroj vyuZity p
odhadu modelu obsahuje vyvoj hodnot akciovych ifidexistych vynos z pohleduc¢eského
investora investujicim na globalnich trzich. Analye dale podpena vypdty Grangerovy
kausality, ktera odhaluje dlouhodobou jednésrou zavislost BCPP na ostatnich wigph trzich.

Komplexni vysledky, které vychazi ze synergicképojeni konkrétnich ekonometrickych

modeh ukazuji, zeCesky akciovy trh proSetémi fazemi vyvoje.

Klicova slova: analyza volatility, strukturalni modeiyultivarietni modely, vlivy mezinarodni
integrace
JEL Classification: C22, C23, E44, G14, G15, F36
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|. Introduction

There are many circumstances, which affected alojewvent of the Czech stock market.
There was a significant change in a degree ofdoterection of the Prague Stock Exchange with
foreign stock markets, which means that relatiotwben markets was in early 90's definitely
different from a state at the beginning of the @itlennium.

A structure of investors trading on PSE has charnlgexligh an existence of PSE. At first a
majority of shareholders was represented only hyérdinvestors, who participated in a coupon
privatisation, represented by local shares fundmimority shareholders, while later came also a
foreign investors - directly or indirectly througgtal daughter companies; who added Czech shares
to their global portfolios. Also a structure of ctoissues has changed from an instantaneous
outcome of a coupon privatisation, through a stediion of the market, to an intensive
international cross-listing with other developediuigg markets. From 1st May 2004 the Czech
Republic became a member of the European Union hwbignificantly deepened an ongoing
integration and can be regarded as one of the myxirtant events in economic history of the
Czech Republic.

The thesis will research all the available dathPSE from its beginning until the global
financial crisis in years 2008/2009 to uncover eakpoints of PSE's development with a trial to
match them with possible important events and rnatess. The goal is to determine important
stages of development of Czech capital market awdat the unique characteristics typical for
particular proposed stages, which would be basati@empirical econometric modelling.

At first a brief history of a stock market in the&th Republic will be sketched for a
purpose of finding significant events, which canflsgher tested in proposed models. This means
events arising from changes in PSE's functioning also globally important events originating
from financial crises, which were important for thH&uropean region, or a strengthening
international integration, which is mainly affectbg an existence of the European Union and its
own development.

The following parts are devoted to two main thenm®lving different volatility testing
methods. It namely means the natiéreatd the international volatility analyses from @np of
view of the Czech Republic. This brings an oppatjuto compare outcomes from a local analysis
to global figures and events and answer, which tsveere more important for a development of

the Czech stock market.

1 Only data series from 1st May 1994 was available.
2 National volatility testing incorporates methodsjch analyze solely a time series from the CzeepuRlic.
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A compact summary of financial data modelling isgwsed. It tackles various methods
involving a univariate analysis of a national stacklex. A usage of generalized conditional
heteroskedasticity processes is a core tool usadtimer estimations, which is supported by proper
definitions and an illustrative sketch of a devehgmt in this field of research.

The first part of the research involves methodsicivlanalyse an internal structure of the
Czech stock market and namely PX index of the Rr&jock Exchange. The analysis aims at first
at GARCH class models i.e. GARCH, IGARCH, EGARCHARCH; in order to find, which
model fits the data best and thus also descritesitiderlying structure of the Czech market. The
GARCH models are capable of incorporating a nunaibevidely observed features of stock prices
behaviour such as leptokurtosis, skewness andailityl clustering. As \bsvroaanp Zikes (2004)
proved, data from stock markets in Central Europeschot follow a random path and a volatility
behaviour of the markets can be well described BRGH models. Thus a usage of the proposed
models seems to be an appropriate tool to unconatwae of volatility in the Czech Republic in a
comparison to other developed markets.

Although the models are mostly used as descrigtos, there is also a possibility to use
them as predictive measures. This propose a questlich one of the chosen models has the best
abilities to predict a probable development of @mech market. These issues will be also tested in
the chapter using several defined quality criteMaconclusion resulting from a comparison of
predictive abilities is further used as a basiddtiowing econometric models involved in the tleesi
in order to use the most proper GARCH class profedsirther estimations.

When a proper description of the market is finishisthg particular models for the whole
period of time, there can be tested a possibility dn existence of structural breakpoints. The
structural breakpoints cluster a whole time sené&s shorter periods of time and also indicate that
there is either a way to gain significantly betbettcomes using multiple estimations instead of a
single one or show differentiated capabilities sfirmated models among newly defined periods.
There are econometric procedures, which can beagmglin order to find out these structural
breakpoints. This namely means the Inclan-Tiao &est its successors, which find breakpoints
according to the ICSS algorithm and also its regiesi test statistics. The results of the breakpoint
estimations are thoroughly tested against a qualityorecasts obtained from new subsamples
bordered by structural breakpoints.

In a next part of the thesis there are solved ¢uestinvolving international
interconnections and relations between the Czextk sharket and other developed equity markets.
This includes DCC MVGARCH model, which is capabfeaodynamical approach to conditional
correlations among researched markets. Estimabbrtise DCC MVGARCH are made for daily
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returns computed only from foreign index data sel@d also for daily net returns including
exchange rate effects, when the CZK is set as & li@s all observations. Although the DCC
MVGARCH model is capable to estimate a correlabetween particular markets it cannot reveal a
direction of the information relay and thus a difiet econometric tool have to be employed.

This results into a usage of the Granger causi@gty which can find directions of volatility
flows across the world from a point of view of thzech Republic. For a purpose of a higher
precision also the Akaike information criterionciembined with the Granger causality test, which
allows to choose an appropriate number of variabkesded for estimations. The outcome of
Granger causality test is then confronted agaitdC IMVGARCH results, which leads to a final
synthesis of the models.

The final chapter concludes results from all seion order to find common elements and
recapitulate the most important findings, which banput together to achieve synergistic outcomes

of chosen econometric methods.
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Il1. Historical Preview

A historical preview is presented in order to fisditable events possibly influencing the
evolution of PSE. The chapter is spilt into two sediions, the first is devoted to national events
summarized into the Czech stock market overview, s$lecond part is describing important
international events denoted as exogenous evehts.pfeview is proposed to offer clues for
possible stages of development on the Czech sta@keaty which could be empirically tested in

following chapters.

2.1. Czech Stock Market Overview

Although a market started its way of liberalizatiearly after a fall of a communist era, a
self-transformation process was not so intensiveutgport a spontaneous massive demand for an
establishment of a stock market in the Czech ReépuBtague Stock Exchange was established on
24th November 1992 and attached an interest ofisswhich resulted in a start of trading
involving 7 stock issues. There was early an ardéfiinitial public offering in the Czech republic
years 1993 and 1995, which introduced more tha® 118@ividual shares. It was rather a political
decision than a natural evolution of the finanangrket to constitute a Prague Stock Exchange and
thus motives of issuers were not consistent witbng-term participation in the stock exchange
resulting in a huge delisting in 1997.

The Czech capital market passed through a very rigmo milestones in its quick
development: starting at an abolition of centraplanned economics through a phase of
liberalization to the economic integration into thgropean Union resulting to a full membership of
Federation of the European Securities ExchangemeNathe PX index, which is a basis for
further analysis (PSE) experienced its artificiatibin 1994, then an era of steady development
from 1996 to 2001, followed by a booming increase development, which was unfortunately
broken in 2008, because of a global financial sri3ihe best picture of the development can be
perceived through a quantitative summary of PSErdesd by next Graph 1, which shows a

market capitalization and a value of trades in Gid also a number of traded issues.

3 Formerly PX 50 index
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GraprH 1: DeveLopPMENT oF PraGUE Stock ExcHANGE
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Source: PSE Fact Books

During the development of PSE also a value of Pdexnhas changed, which describes
following Graph 2, which data series will be usadhe next chapter devoted to an analysis of the
Czech market volatility. It describes an initiavd@all during first two years, a steady value dgrin
years 1996 to 2003, a huge increase from year 202807, which is stopped by a steep fall caused
by a global financial crisis in a period 2008/2009.
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GRrapPH 2: DeveLoPMENT oF PX INDEX
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Finally it is possible to summarize all importaneets of PSE to a single table, which will
connect all important events with appropriate dafég information is summarized in Table 1. Alas
it is not possible to examine events before 5thIA®94, because data series was not available for
this period. Events in years 1992/1993 are described in omlesffer a whole picture of PSE
history.

4 5th April 1994 is a date of PX 50 establishmemistdata series before the date would be compatbhdest of the
sample only with great problems, because newitddiifindex' had to be employed.
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TasLE 1; SummARY oF PSE DevVELOPMENT

24/11/92
06/04/93
22/06/93
13/07/93
05/04/94
01/03/95
01/09/95
15/03/96
1997
05/01/98
25/05/98
04/01/99
20/09/99
14/06/01
01/10/02
01/05/04

May — 2004
28/06/04
17/03/06
04/10/06
05/10/06
07/12/06
11/12/06
18/12/06
01/07/07

Establishment of Prague Stock Exchange

Begin of trading with 7 stock issues

Enlisting of 622 stock issues frorfidiave of coupon privatisation

Enlisting of 333 stock issues frorfidrave of coupon privatisation

Initial computation of official PSE indeX BO

Enlisting of 674 stock issues frorti vave of coupon privatisation

Change of PSE structure — main, minor esalrfiarkets established

KOBOS established - continuous trading withable pricing

Delisting of 1301 illiquid stock issues fromdrmarket

35 stock issues transferred from main maokeinor, because of unfulfiled criteria
SPAD trading established — instantaneading

Continual computation of PX 50

Delisting of 75 stock issues from free mtrk

PSE was affiliated as the Associate meohitie FESE

First foreign stock issues accepted to-PEESTE BANK

PSE became the full member of FESE in cotiorewith accession of the Czech Republic into EU

U.S. Securities and Exchange Commission officiginted the status of a "designated offshore
securities market" to PSE

IPO of Zentiva stock issue

Indices PX 50 and PX-D were replaced bgxRiX
Established trading with investment cesties
Established trading with futures

IPO of ECM stock issue

Established trading with warrants on fragket
IPO of Pegas Nonwovens stock issue
Merger of minor and main markets

Source: PSE website

2.2. Exogenous Events

This chapter will summarize a list of the most impat events, who affected financial

markets. The nature of the events can split into tmajor groups of events. There are incidents,

which were

caused by 'bad events' such an Asiaiscand there are also events influenced by

‘good events' as European Union enlargement.

The first important international event, which abalffect a PSE development from a global
perspective,
spillovers among many markets, which is describgdioe et aL. (2007), KiaLp AND RAJAGURU
(2007) or WorTHINGTONAND Hices H., (2004). The studies confirm a commonly agreed opinihat

during crises there are significant increases imdimnal correlations amongst financial markets,

can be perceived in the Asian crglgch started in 1997 and affected a volatility
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which is proved by various dynamical models bas@®RGH processes.

Moreover the crisis spread all over the world aeccely affected Russian equity markets in
year 1998, which is described by.&wm (2008) using GARCH - BEKKmodel. The study revealed
that Russia was directly affected by close Asiamketa, which resulted in an "avalanche" effect
further influencing USA, EU and also European enmgrgnarkets Thus these results suggest to
examine the development of PSE in terms of intéwnat relations to other equity markets using
GARCH dynamic models, which are capable of an amslgf revealing evidence of a contagion.
The results in mentioned studies confirmed thaiogsrcrises led to an increased contagion amid
financial markets, which should be similar in aecaga global financial crisis in 2008.

Events, which can be regarded as very significanafdevelopment of the Czech Republic,
are also closely linked with evolutionary processeshe European Union, because of a great
dependence of the Czech Republic on internatioadetwith its neighbouring countriesafBieLLo
ETAL. (2006) revealed that an increase in correlatimtgeen equity markets can be also associated
with a deepening integration. It was proved on gxanof Euro adoption in 1999, which exhibited
even earlier in May 1998 because of an assessnfiertewocable fixed exchange rates between
Euro and integrating national currencies. The tesiggests that PSE should be also affected by the
most important event of an integration of the CzRelpublic, which was an accession to European
Union. In addition the accession was related ire cdsPSE with a full membership in FESE and a
granted status of a "designated offshore secuntiasket” from U.S. Securities and Exchange

Commission.

5 Baba, Engle, Kraft and Krone
6 In that time the Czech republic was denoted aanagrging market.
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II1. Czech Market Volatility Analysis

There are two main purposes of a time series madelFirst of all the models are built to
fit data sets and thus describe the underlyingreabf the data. This knowledge of a time series
behaviour is used in a next step of the econometniglysis, which tries to forecast a future
development of researched variables. And thus wctstie of volatility modelling in the Czech
Republic will also be devoted to these two wayaradlysis. At first a theoretical background, based
on descriptive methods, will be set in order toppre a groundwork for a usage of econometric
models in practice, which will result in a qualdggmparison of forecasting abilities. The analysis o
the volatility will use the daily frequency datatlvestimations of various models. These basic facts
sketch the final outcome of the analysis, which ai$o try to figure out whether more complex
models pay out in a superior quality in a comparigomore simple models.

The first graph, which is a result of basic datalgsis, shows an intensity of volatility
during the existence of PX index on Prague Stathange. The Graph 3 shows daily net returns
of PX index.

Graph 3: Daily Rate of Return - Index PX?®
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Source: Prague Stock Exchange

7 e.g. leptokurtosity, conditional heteroskedastidéverage effects
8 The graph includes data series from 7.4.199442009 (3678 samples) in fornR,=log(P,/P,_,)
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3.1. Basic Concept

A volatility modelling became a widely used part nesearch of financial markets. The
methods give opportunity to search through striecaurd characteristics of markets. At this stage |
would like to prepare a theoretical backgroundnfigrfurther more complex models.

The basic approach, which can be used in a caaaalysis of a single variable, represent
autoregressive processes. The most simple modéhvida predecessor of all other derived and
more sophisticated models, is AR(1) proéeds assumes a linear dependence of variable on

previous observations, which means that variab¥e depends linearly upon its shifted value

Y._, as is described in following form:
Y,=6+0Y,_t¢,
where Y, ..., Y; is assumed to be a time series of observations amddenotes a
serially uncorrelated residual with a mean of zara a constant variance over a time. The
stationary condition implies that|0|]<1 and thus a simple adjustment can be made in ocder t

simplify proposed model.

When expected value ofY, is computed

EY |=6+0E|Y,_,|

and under assumption thaE[YJ does not depend upon tirhet can be written

H=E[Y =12

with definition of y,=Y,—u it result in final form of the model
yt= 9 yt—l+5t ’
which can be further generalized to AR(p) process

Vim0, Y, 1 +0, Y ot +0,Y, e

9 For further details | refer to Verbeek (2008) dea8.1.
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A next stage of more general econometric modeltizng be captured in the ARMA process,
which is a compilation of a general autoregressamel moving average processes, which has
following form for MA(1) representation

V=& tog

which can be generalized into MA(q) process

yt= 5t+0(15t71+~"+0(q5t7q
And this leads to a simple collection of previousigntioned AR(p) and MA(Q) processes,
which can be summarized into one equation desgrithia ARMA(p,q) model

Y.=0,Y,.,10, yt_2+...+9pyt_p+ o et togE

However solely the ARMA process did not providefisidnt outcomes, when used for
financial data series and thus more sophisticatediels were proposed such a concept of

autoregressive conditional heteroskedasticity (ARCH

3.2. ARCH Class models

In order to capture a real behaviour on financiarkets and describe a common event
called volatility clustering, which means that k@ocks tend to be accompanied by another big
shocks in historical data sets and also small shouline to be followed by small shocksEncLe
(1982) proposed the ARCH process, which allows tesaiduals resulting from different levels of
volatility can shift during the time. The definitiof the ARCH(1) model shows that the variance of
the error term at timé depends on a squared error term from a previousdyewhich can be
defined as follows:

2_ 2 _ 2
o= E{5t|1"t_1}—w+o<st_l ,

10 In case of an estimation using AR processesetiduals would differ across the data series, scatiits inability
to capture different behaviour during "big shocaat "small shocks" periods characterized by awdiffelevel of
volatility.
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where Ly stands for the information set, which includes desls ¢:-1 and its complete
historical informatiof.

2
In order to fulfil conditions emerging from a defian of a variance 0720 it s
necessary to hold w=0 and «=0 . The essence of the ARCH(1) process pronouncethieat
size of a shock in periodl affect also a probability of occurrence of a simghock in a next

periodt. Although in case of big shocks it is also morelgable that a big shock will occur in a
following period, it does not imply that the ARCHopess for an error termét is non-stationary,

it only states that squared values 1 and & are correlated. The unconditional variance 8¢

is defined as

ol= E{Et2 =w+o<E{$t2,1

and it has a stationary solution

2=
1-ax '’

which imposes an additional conditiorP<a<1 . A definition of the ARCH(1) allows it to be

extended to an ARCH(p) process, which is given by
(rt2=w+alftz_1+o<2£t2_2+...+o<p£t2_p=w+o<(L)etz_l ,

where «(L) is a polynomial lag of order p-1. To ensure a ns@mgscondition of a non-negativity
for the conditional variance,w=0 and also the coefficients in«(L) must be non-negative.

The stationary condition for the process requirat tha(1)<1 . The outcome of a
definition of ARCH(p) model is that shocks oldeaththanp periods ago have no impact on current
volatility in time t. Further generalisation of ARCH(p) model was psgzbby Biiersiev (1986)

and it led to well known and commonly used geneealiARCH model.

11 For further information | refer to Verbeek (2Q0@Bapter 8.10.
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3.2.1. GARCH Model

The GARCH modéf approach allows for an empirical assessment of rét@ionship
between risk and returns in a setting that is @dast with the characteristics of a leptokurtosid a
a volatility clustering observed in the stock mart#tata series. The meaning of the GARCH model
can be shortly summarized into a statement thab@ihincorporates heteroskedasticity of the data
sample and thus can describe changes in a vglatiliting the time in more general way than the
ARCH process.

In an univariate GARCH model is assumed that redgdare denoted as; , where

&=0,2, and 2z~iid (0,1) and variance is defined as:
P q

ol=w+ Y, e+, B o, , p=0,g>0,i>0
i=1 i=1

with following restrictions w ,x;>0,8,=0 which arise from a condition of non-negative vacian

o’ and also restrictions, which ensure a stationasftghe process «+pB<1 .** The most

simple version of the model is GARCH (1,1), whicsla following form
0't2=w+ O(Etz_l-i-BO'tz_l
and after definition of y,=e’—0¢7 it can be redefined as
ec=w+H(a+B)el s+ —Br s
which results into an outcome that the squaredrgeons follow ARMA(1,1) process, which

makes a close interlink with previously mentioneddels and put them into one family. Alsp,

term is uncorrelated over the time and thus retreaheteroskedasticity in the model.

12 In full name generalized autoregressive condditidieteroskedasticity model.

13 Values of xx+ f near to one imply that the persistence in volgtibthigh and this assumption is a basis for the
IGARCH model.
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3.2.2. IGARCH Model

As was proposed in a previous section the GARCHehmdpose a restriction x+ <1
in order to maintain a stationarity of the procéssyever data series from financial markets tend to
have «+p close unity, which implies that a volatility levpkersists for long periods of time.
Thus the integrated GARCH(p,q) model was proposdgbiierstev (1986) and its main feature is
that it assumes and incorporates a unit root inGAW&RCH process. Therefore it is a restricted
version of GARCH model, where the sum of the pe&sisparameters sum exactly to one. This
condition is fulfilled for IGARCH(p,q)when:

p
Zo‘i"‘
i=1

q
B=1
=1

And moreover in a specific case of IGARCH(1,1):
x;+p,=1

The result of the unit root existence is that impafcpast shocks is persistent through the
time and thus also an unconditional variance is defined in the model. This all leads to a
conclusion that IGARCH model involves a restrictingle in order to simplify its real-life

interpretation, when it is properly used.

3.2.3. EGARCH Model

A modified specification of the GARCH model canreeresented by exponential GAREH
process invented by eNson (1991), which incorporates an idea of asymmetrioghacts on
volatility based on a differentiation between urnested drops in prices and also unexpected
increases. The definition of EGARCH (1,1) redefined in Baligev and Mikkelsen (1996) is

following™®

14 EGARCH

15 In a case of the classical GARCH model a priog @nd an increase in price would be perceiveduas £vents,
because their only result is an common increasevimlatility.

16 The term "log" indicates a natural logarithm.
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logo?=w,+(1-8) " (1+a)g(z_,)

where 917/ 0.2 +0,|1z/—Elz]]

sign effect magnitud: effec
[Q(Zt)]g_w,w is assumed a zero mean, i.i.d., in additition @seign effect' 6,2, and
'magnitude effect'0,||z|—E|z|| parts have a zero méarWhen a behaviour of defined variables
is analysed it can be stated that over the rarfggz,<oo | g(Zt) is linear in z, with slope
0,+0, , and over the range —©<z=<0 |, g(Z[) is linear with slope 0,—0, . This

definition of g(Zt) allows the conditional variance proces{sﬁ} to respond asymmetrically to

rises and falls in stock price.

An assumption of a normal distribution on thez, unconditional densif§ makes
E(|zt|)=v2/n When 0,>0 and 6,=0 are supposed a subsequent change in the conditional

variance is positive (negative), when the actuabmitade of 2z is larger (smaller) than its

expected. After a setting of :=0 and 0,<0 an innovation in 1090; term is positive
(negative), when returns changes are negativetipesiThis concludes that EGARCH conforms

all necessary features to perceive the asymmebe@tsviour of the volatility as was intended.

3.2.4. APARCH Mod€l

Asymmetric power GARCH (p,q) model proposed imd) GrRANGER, AnD EncLE (1993) is
defined in the following form

Et=0't2t
5 < 5N 5
O-t=w+zlo(l(|gtfl|_y|gt*|) +zlﬁjo—t7]
i= 1=

including these conditions

w>0,6=0,
«=>0,i=1,..,p,

17 As was proved in Nielson (1991).
18 This setting is used in estimations in the thesis
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lyil<l.i=1,...,p,
B,=0,j=1,....q .

It can be characterized as a further generalizaifahe original GARCH model. Moreover
the APARCH(p,q) model is so effective that it irdis seven other nested models as special'¢ases
it namely means ARCH(p) model, GARCH(p,q) modelyldaSchwert GARCH in standard
deviation model, Glosten-Jagannathan-Runkle GARGIdet) Zakoian's TARCH model, Higgins
and Bera's NARCH model, Geweke and Pantula log-ARCH

For example APARCH(p,q) behaves as the previousitoned ARCH(p) in case that

6=2Ay;=0,i=1,...,p,8;=0,j=1,...,q9 , similarly APARCH has the same features as
GARCH(p,q) model in case thaté=2Ay,=0,i=1,...,p . This strength of the APARCH model
indicates that it could be the best model for @nfitinto data series or an estimation of foregasts
however it also has a drawback, which inheressic@mplexity. Thus the model should be clearly
superior to other models to prove its worthinesBe Tovariance stationarity condition can be

written in a following form

P q
ZO‘HEJ_% Et)5+zl B;<1
J:

i=1

3.3. Forecasting Abilities

As was already mentioned one of the main goale@ttonometric modelling is to forecast
a future development based on historical data.e&ipion of forecasts can be regarded as a useful
benchmark of a goodness of fit to researched datass because it enables a comparison of real
and estimated values. Thus in this chapter thecésteng abilities of previously mentioned models
will be tested in order to compare their efficieranyd bias, which can help to uncover the most

suitable process for a further modelling.

Alas neither of previously defined models have fsajure, which would allow to estimate a
conditional mean and thus a real value of the reked index cannot be computed. The only
available solution would be an upgrade of the mmdelhich is commonly achieved with AR

processes, e.g. h-step forecasts using AR (1):

19 For further details see Ding, Granger, and E(83)
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yt+ h|t=ﬁ+ 91( ywh—l\t_ /AJ)

Y..ry denotes conditional mean forecast based on infasmatvailable in time t+h for h

step forecast, 1 is reflecting a persisting part of the mean valod finally @)1 IS a previously

estimated coefficient.

However this kind of a solution does not dependieinitions of the GARCH class models
and an incorporation of the method would not impreesults of the analysis. Estimations of a
conditional mean are thus redundant and can bdeamithis implies that the only term, which is
significant for volatility forecasts is a conditi@nvariance, which is in close relation to the main
topic and can be used as reliable proxy to vahatdistimations as mentioned inN#ERSEN AND
BoLLersLEV (1998).

3.3.1. Conditional Variance

An ability to forecast the conditional variancesas from a design of GARCH class models,
which main purpose is to describe a nature of ltjaas was already shown in previous chapters.
In this section a characteristics of forecastinghoés will be described for each model. Starting

from GARCH(1,1) process the 1-step forecast ofcthraditional variance can be written as

62, =0 +a+B)o?

which is a basis for other h-step forecasts caledlairectly or recursively from original 1-step

forecast. Analogously declared h-step forecast

can be adjusted to a final form, which will allow directly compute the h-step forecast without

intermediate outcomes.
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For the sake of simplicity| will only mention 1-step forecasts of estimareddels?, which

can be then used to h-step forecasts using reeurswputations i.e. GARCH(p,q) process:

The form of 1-step forecast in case of IGARCH(pgygxactly the same as GARCH(p,q),
because the only difference between models is diti@ahl condition.

p q
ZOWZ Bi=
i=1

The 1-step forecast for EGARCH(p,q), when defined:

Ut+1|t exp

+gp‘1 &i]g(z“)+

where 8(2,)=0(2) and 0(z/=0,2+0,/lz)~Elz|

The 1-step forecast for APARCH(p,q) :

q
) AAS
t+1|t_w+z (|Et+1 i €1 |) +Z Bj0t+1—j
=1

20 The final estimation of forecasts will be madedxEdit 5.10 using libraries G@RCH 4.2.
21 For further details | refer to Pasha et al. (3007
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3.3.2. Quality Criteria

As was already mentioned all models will be useébtecast volatility based on historical
data, thus a benchmark of results should reveal thee potential in a comparison to real values
and also should state, which of the models is tlostmsuitable for further analysis intended in
chapters about structural breaks and volatilityleper effects. The quality will be tested using
several forecast evaluation measures, namely a regaare error (MSE), the Theil inequality

coefficient (TIC) and the Mincer-Zarnowitz regresst.

3.3.2.1. Mean Square Error
The mean square error is a classical measure, wquelmtify a difference between an

estimator, in this case represented as a foremadta true value, which is described in data sets.
The formula of MSE:

MSE(0)=E[(0-0)7 |,

where 0 represents a forecast ané@ a true value. In another form MSE can be writtea asam

of a variance and a squared bias of the forecast.
~ A . ~ 2
MSE(d)=Var (0)+Biasld ,0))
Thus MSE reveals a quality of a forecast in terrhgsovariance and unbiasedness. The
measure can be easily compared between modelsaéstjrthe same time series and also same

type of estimators, because the values of mearvamance among all models should reach as low

bias as possible. This means that a model withdd&E should be regarded as more precise.

3.3.2.2. Theil Inequality Coefficient

The measure is also known as Theil's U and provadedio of how precise a time series of

estimated values compares to a corresponding tariessof real observed values. The statistic

22 Mentioned forecast evaluation measures are cadpghtough G@RCH 4.2 package implemented in Ox&d0Q.
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proposed in #eL (1961) computes the degree to which one time serﬂ{axt},t=1,2.3,--n

differs from another (|Y,},t=1,2,3,..n] . Theil's U is calculated as:

T

23 (xvf

nt=1

1< 1w
J;Z XE+J;Z Y

t=1 t=1

U=

U statistic varies from 0 to 1. A value around Camea full harmony or a compliance of true
data series with estimated values and on contraafe near 1 means that estimated model has no
significance for an estimation of true realized ues. TIC in comparison with MSE also
decomposes a forecast error into a bias, variandecavariance as mentioned inLBer, Koerts

(1992), which makes TIC even a more reliable memastia forecast performance.

3.3.2.3. Mincer Zarnowitz Regression

A method proposed in Mcer anp Zarnowrtz (1969) is testing an unbiasedness and
efficiency though a simple regression model. Theinmdea is a regression based on both

information from forecasts and realized values. dmZarnowitz regression is defined as follows

yt+h=0(+B yt+h,t+st )

imposing conditions that x=0 and p=1 , which states that forecasts should differ from
realized values only by an unforecastable errocrilesd as ¢, . If mean values of predictions and
realizations are equal, which is fulfilled whemx=0 , a forecast can be regarded as unbiased. An
efficiency of the forecast is reached, when a slopéhe regression f=1 , so predictions are
uncorrelated with errors.

This method can be also used in a case of foretastitility based on GARCH class
models. This would lead to redesign of the Min€arnowitz regression into a following form:

O—t+h=(x+BO—t+h,t+st ’

where 0., means a realized volatility and,,, stands for a forecasted volatility based on
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information available at timé Thus real values of parameters ,f can be compared with their
assumed conditions, which will indicate, whethetinegtes are unbiased or efficient. A helpful
statistics, which can reveal a bias and an inefficy of forecasts, are standard deviations and p-
value$® of estimated parametersx,B , because they can state, whether, 8 parameters differ
from imposed conditions on a set level of confidernd finally also the R-squared statistic of the
Mincer-Zarnowitz will show how precise fit estimdttorecasts into real values.

3.4. Model Estimations

Proposed models were estimated in their {1fbym by QMLE using BFG3 algorithnt®.
Estimations used all 3679 observations availaldmfdata series for PX index - 5th April 1994 to
31st March 2009. Estimated coefficients for GARQHKL] are in Table 2, volatility was represented

by the squared daily returns approximation as esgdn AerRseNET AL.(2009).

=R,

R.=log(P,/P,_,)

where P, denotes a value of PX index at time

TasLe 2. GARCH(1,1) MobeL EstimaTiON

GARCH(1,1)  Coefficient Std. Dev. P-value
® 0.040 0.007 0.000
a 0.154 0.014 0.000
B 0.833 0.014 0.000

The positivity constraint for the GARCH (1,1) wabserved «/(1—-8)>=0 and also a

23 Avalue of probability at which level the nullggthesis can be rejected in favour of alternafiee,
Hy a=0,A:x#0;H,: =1A: #1
24 p=1,0=1
25 BFGS - Broyden—Fletcher—Goldfarb—Shanno method
26 The sample mean of squared residuals was asgdrt a recursion in OxEdit 5.10 with G@RCH 4b2dry.
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stationarity condition was fulfilled. The uncondttial variance was 3.12439. The condition for
existence of the fourth moment assumes that-g)°+ 2x*<1 ?’. The constraint calculated from
results of Table 2 equalled 1.02189 and it showddss than unity and thus the condition for
existence of the fourth moment of the GARCH (1,Bswot observed in the data set, however this
result needs an assumption about normality of uasidistribution. In addition there is possibility
of error in the estimation of coefficients, whiclowld affect value of the constraint near unity and

thus existence of the fourth moment cannot be lgie@nied.

All necessary conditions were fulfilled in order ¢éstimate the models. Following tables
show estimates of IGARCH(1,1), EGARCH(1,1) and ARXR1,1) in respective tables:

TasLe 3: IGARCH(1,1) MopEeL EstimATION

GARCH(1,1)  Coefficient Std. Dev. P-value
® 0.033 0.005 0.000
a 0.166 0.014 0.000
B 0.834

TasLe 4 EGARCH(1,1) MopEeL EstimaTION

EGARCH(1,1)  Coefficient Std. Dev. P-value
o 0.580 0.126 0.000
o -0.056 0.198 0.777
B 0.962 0.008 0.000
0, 0.055 0.014 0.000
0, 0.274 0.054 0.000

TasLe 5 APARCH(1,1) MopeL EstimaTiON

APARCH(1,1)  Coefficient Std. Dev. P-value
® 0.047 0.012 0.000
o 0.146 0.016 0.000
B 0.850 0.016 0.000
Y -0.220 0.060 0.000
3 1.097 0.222 0.000

27 Ling, McAleer (2002)
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Estimated results in Table 3 show that model IGAR@H) produced similar outcomes to
the GARCH (1,1), which indicates a long persisteateolatility during the time. Estimations of
all models show that all coefficients are signifitta different from zer& and thus it indicates that
the coefficients should be used in further foreeaimation®. The result of EGARCH (1,1) in
Table 4 shows that positive shocks cause moreiMyldhan negative shocks and also changes in
volatility are positive, when the actual value ieaer than expected. This statement is verifiesl du

to both 0,anc 0, parameters are significantly greater than zero.

This is analogous to APARCH (1,1) model, which Heglin all significant parameters,
described in Table 5, indicating that they are ssagy to further forecasts. The parameters are also
different from definitions, which would cause th®ARCH model to behave same like ARCH or
GARCH models, and it indicates that APARCH modeddtl be used instead of its more simple

nested models, because resulted p-values provaltlwaefficients are significant.

A computed mean of the data series was positiv@d700), which means positive daily
returns on averade An estimated skewness was positive too (0.512@83ning that it is right-
skewed, which implies more positive than negatistues. Finally also kurtosis was above zero
(15.81541), which indicates that the distributidrihee data set is leptokurtic.

3.5. Forecasting Results

The estimations were made with a usage of ®R@trices. The estimations were made as
was previously definéd The data series was split in ratio 4 to 1, whizbans that approximately
first 12 years i.e. data from 5th April 1994 to B&rch 2006; were used to estimate coefficients of
models, which were used in following forecast eations, while remaining data were used as a
benchmark. Estimations were made for 1-step (o, Gastep (one week), 10-step (two weeks)
and 20-step (four weeks forecasts to compare a pace of degradation asktnor® computations
making forecasts into further futdteFor a realized volatility was used a common apipration

based on squared daily retuths

28 For this and all other cases a significance lsvsbt to 1%.

29 There is only one exception - coefficient alph& GARCH(1,1) model.

30 The variance was 2.08186.

31 OxEdit 5.10 software including G@RCH 4.2 libraryngs

32 A constant term in the mean equation is included@RACH 4.2 at default setting.

33 This is approximately one month period of time.

34 Estimated forecasts with higher "h" in a h-sts{ineation term will perform worse forecasts, beeatl® input lag
between real and forecasted values increase aadtlauger amount of unpredictable error terms hawstimated.

35 As used e.g. in Andersen et al.(2009).
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TaBLE 6: EstimaTIONS OF ForecasTs Basep on GARCH (1,1) Process

MSE TIC M-Za  Std. Dev. P-Value M-Z Std. Dev. P-Value R-squared
1-Step Estimation  205.700  0.541  0.595  0.543 0273  0.925 0190  0.346 0.236
5-Step Estimation ~ 229.700 0.583 1.208 0.644 0.061 0.812 0.212 0.187 0.158
10-Step Estimation  235.300  0.604 1277  0.623  0.041  0.836  0.210  0.218 0.141
20-Step Estimation  277.800  0.683  2.807 0513  0.000 0488  0.107  0.000 0.033
TasLE 7: EstimaTiONS OF Forecasts Basep on IGARCH (1,1) Process
MSE TIC M-Za  Std. Dev. P-Value M-Z Std. Dev. P-Value R-squared
1-Step Estimation  208.200 0.522 0.659 0.533 0.216 0.824 0.169 0.150 0.236
5-Step Estimation  237.200 0555 1301  0.624  0.037  0.675 0176  0.032 0.158
10-Step Estimation  246.200 0.562 1.433 0.594 0.016 0.636 0.160 0.011 0.140
20-Step Estimation  312.600 0.627 2.961 0.511 0.000 0.306 0.068 0.000 0.033
TaBLE 8: EstimaTiONs oF Forecasts Basep on EGARCH (1,1) Process
MSE TIC M-Za  Std. Dev. P-Value M-Z Std. Dev. P-Value R-squared
1-Step Estimation  213.700  0.639  -0.544  0.680  0.424 1615 0304  0.022 0.247
5-Step Estimation ~ 241.200 0.741 -1.122 1.042 0.282 2.232 0.534 0.011 0.173
10-Step Estimation 257.100 0.803 -2.160 1.247 0.083 3.115 0.736 0.002 0.137
20-Step Estimation  276.700  0.866  -2.218  1.083  0.041  3.786  0.805  0.000 0.048

TasLE 9: EstimaTIONS OF ForecasTs Basep on APARCH (1,1) Process

1-Step Estimation
5-Step Estimation
10-Step Estimation
20-Step Estimation

MSE
217.400
235.100
253.300
273.700

TIC
0.628
0.692
0.755
0.831

M-Z a
0.055
0.095
0.314
0.810

Std. Dev. P-Value

0.695
0.857
0.765
0.642

0.937
0.911
0.682
0.207

M-ZB
1.336
1.516
1.652
1.763

Std. Dev.
0.296
0.381
0.399
0.380

P-Value R-squared

0.128
0.088
0.051
0.022

0.209
0.156
0.097
0.033

The outcomes of forecasting quality criteria esteddor defined estimations are described

in Table 6, Table 7, Table 8 and Table 9 for eastearched process. Based on a definition of

Mincer-Zarnowitz regressidf) estimated forecasts remained unbiased for maoteomodels until

a 5-step estimation at 5% level of confidet@ecording to computed p-values. The GARCH(1,1)
and APARCH (1,1) forecasts kept its efficiency SHbtep estimations, while IGARCH(1,1) forecast

36 While an assumption of unbiasedness or efficiaagyot be rejected in favour of alternative, wraskumes that

forecasts are biased or inefficient, | state thatlefs kept proposed features on a particular lefzebnfidence.

37 For any following statements a 5% level of coefide is used as default measure, until other pergertevel is
explicitly mentioned.
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succeeded only in 1-step estimation and APARCH(figll¢d at all. The only strong feature of
APARCH(1,1) forecasts can be perceived in its wsddaess, which remained even in case of 20-

step estimation.

A minimal difference between GARCH(1,1) and IGARQHY() forecasts indicates that
volatility shocks affected a long periods of tintkis means that a long term volatility memory
effect can be assumed, which was indicated in pusvchapter. The best outcome in a term of
Mincer-Zarnowitz regression's R-squared has bedmewaed with EGARCH(1,1) model, which
indicates an existence of a asymmetric effects. él@wthe model was not clearly superior to a
simple GARCH(1,1) model, which does not take intocunt a leverage effect at all. This can be
proved by worse MSE or TIC values, in addition theecasts of EGARCH(1,1) were not efficient
even for 1-step estimation. So although more compledels performed slightly better in some
criteria, the outcomes were not unambiguous aodutd not be stated that GARCH(1,1) is inferior

to other processes and its results were neitheetiaor inefficient.

Thus for simplicity's sake a GARCH(1,1) can be rdgd as the best model for further
estimations, because its outcomes were fully coaiparwith other models. This is consistent with
findings of study unpe anp Hansen (2005), which stated that the GARCH(1,1) modelsdoet need
to be replaced by other more complicated models iansl a sufficient model for forecasting
estimation¥.

38 Better models were identified only in fractiogdhtegrated models, which complexity is beyond #malysis.
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V. Structural Change Models

Structural change models are used in order to aedhe inner structure of a researched data
series and reveal breakpoints, when a structuggenfeived real values changes in a substantive
manner, so that models have to be estimated indepéy in sub-periods of a whole data series. In
this chapters the originakdian-Tiao (1994) test, including its successors propose&Aayo et AL.
(2003), will be employed to find possible breakpsidetecting changes in unconditional variance,
which would indicate a change in index PX inneucture defined by GARCH(1,1) process.

The ICSS algorithm can be used for a detectiomftidential events as used inaMé¢ (2007),
which described a time period including data frohe tAsian crisis. The results revealed a
significant breakpoint, which occurred during th#sis and thus confirmed a structural change
arising from an important financial event. AlsoohAies anD AnbreosseO'CattacHan  (2008)
employed ICSS algorithm in order to reveal sigmifit breakpoints of various indices coinciding
with important global events.

The performance of the proposed models will be thested through the forecasting
abilities, which should differ during periods o when breakpoints occur, because a substantial
change in the structure would disallow any possjbidf precise forecast$ A rising number of
breakpoints should lower the precision of forecasis thus it can be reversely tested, which model
revealed real breakpoints or which breakpoints gprgiously estimated and also whether some of

them lack certain breakpoints.

4.1. Thelnclan-Tiao Test

The purpose of the Inclan-Tiao test is to analygeether there are one or more structural
breakpoints, which would divide a researched tisrges into different periods in terms of different
unconditional variance. This test is based on E8&fthod, where is initially estimated intended
process, which should describe a time series. €helted residuals are a basis to count sum of
squares, which are cumulated and iterated througgxastep of the estimation process in order to
test the null hypothesis of constant unconditioralance. The concrete description of the process
follows.

IncLan AnD Tiao (1994) proposed to use the statistic given by

39 This is consistent with a definition of structuseeakpoints, which should find important chandasng estimated
period of time in terms of defined processes.
40 Iterated Cumulated Sum of Squares
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IT =suplVT/2D,|
k

where

k . . .
, Ck=ztzlef, k=1,...,T is the cumulative sum of squares ef . Under the assumption that

& are a zero-mean, normally, identically and indepetigl distributed random variables,

. ~iidN (0,0°) , the asymptotic distribution of the test is gi\®n

IT = supW (r)]

where is W (r)=W (r)—rwW (1) a Brownian Bridge, W(r) is a standard Brownian motion
and = stands for weak convergence of the associatedpildlp measures.

There is a drawback of thelT test is that its asymptotic distribution free ofigance
parameters critically depends on the assumptionnainally, independently and identically
distributed random variablese, . Hence &nso et aL. (2003) proposed new types of test called

Kappa 1 and Kappa 2.

4.2. Kappa Tests

The original Inclan Tiao test is based on the aggiom that the disturbances are
independent and Gaussian distributed, which melaais donditions could be considered as too
strong for financial time series. The financialisershow empirical distributions with fat tails
(leptokurtic) and persistence in the unconditiomafiance. Thus the successors of the original
Inclan-Tiao test are able to cope with possiblebfgms arising from a nature of financial data
series.

The first type of the Kappa tests resolves a ptsgiboblem with fourth moment of a
researched data set. This problem with fourth manserery common for a real financial stock
market data as inu#arano ETAL. (2008). It was also shown that this existenctheffourth moment
cause that Inclan-Tiao test is not effective andviérestimates number of structural break points
and thus adjusted models should be used asitreAu ano GHyseLs (2001). The Kappa 1 test is
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tackling a theme of the forth moments in financlata series, while The Kappa 2 test is trying to
solve a problem arising from a usage on conditigrieteroskedastic variance processes.

Kappa tests are based on a modified technique $I1t@st algorithm and its critical values
are computed via Monte Carlo method using 50,000mesions for various numbers of
observations, which ensures that estimated resilltbe precise enough for a general usage. These
adjustments are being made to prevent estimatibsgusious breakpoints, which would invalidate

results of the analysis and could lead to a migdnégations.

4.2.1. Kappa 1 Test

The existence of the fourth moment in real finahdiata is almost natural, because they
tend to have fat tails, which is a result of ineestbehaviour on financial mark&tKappa 1 test of

Sanso ET AL. (2003) is based on a further generalization alam-Tiao test. It assumes that if

g~iid and there exists finite fourth momenE(sf)En4<oo , then the result of the Inclan Tiao

statistic should be modified as follows:

_ 4
Ty g

And thus the distribution includes nuisance paransetwhich can bias estimated results.

Important distortions should be expected when titeeal values of the supremum of a Brownian

Bridge are calculated. For classical Gaussian gs&Ee where n,=30* the value of Inclan Tiao

test statistic remain unchanged, which namely medﬁsﬁsgp‘w*(fﬂ . In case of n,>30" ,

the distribution can be described as leptokurtid #rus more rejections of the null hypothesis of
constant variance should be expected, with antefeesize greater than the nominal one. On the
other hand, when n,<30* the test will be simply too prudent. Proposed egngnces suggest

that following correction to the original Inclanaf test should be incorporated in order to remove
mentioned nuisance parameters for identical an@peddent zero-mean random variables as

specified in following Kappa 1 test:

41 In addition an existence of the fourth moment natsrejected in estimated index PX data series.
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_ —1/2
Kl_SldeT Bk‘ where

.
=T & and ¢*=T'C; .

t=1

Asymptotic distribution of the test is set as falo
If &~iid | and E(sf‘)zn4<oo , then KPSydW*(r)‘

Calculated sample critical values have been induddCSS library developed byaRcH
AND Strauss (2008) and reprogrammed bynSo et aL. (2003) in GAUSS languatfe

4.2.2. Kappa 2 Test

Although the Kappa 1 test brought generalizationInglan Tiao test including an
assumption of non-constant fourth moment, which typical case of financial market data, it is
still dependent on an assumption of random vargainidependence. This is a very strict condition
for financial data, because there is evidence afltmnal heteroskedasticity in this kind of data
samples as proved inoBerstev eT AL. (1992, 1994). This fact requires to take intocaet the
essence of heteroskedasticity in order to corfecttimulative sum of squares algorithm.

Sanso ET AL. (2003) assumed that the data sample can be bledas a sequence of random

variables [Et}f;l and that it is consistent with following conditions

1) E(e)=0,E(e))=0"<0,Vt=1;

2) SupE(|st|W+E)<oo Ww=4,e>0
t

3) Jw,=lim,_, E(T_l(i (53—02)))<oo

4) & ]is a—mixing with coefficiente;, when) o™ <oo
j=1

42 The particular calculations were conducted in @x$3 5.10, which is an extension in OxEdit 5.10.
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The condition 1) is describing zero expected vadfie & and also its finite variance.
Conditions 2) and 3) state that; in the data sequence cannot be independent anticalgn
distributed as a t-Student with three degreeseddom. w, in a condition 4) is describing long-
run fourth moment of & or a long-run variance of the zero mean variabtie=<’—o? . The last

condition is handling "degree of independence"athdsequence and display a trade-off relation of
the serial dependence and the "high order momenistence. Imposed finiteness of the fourth
moments however does not exclude serial depenasrtgher degrees.

Those stated conditions ledNsSo et aL. (2003) to establish a following statistic:

K2=Slk,ldT71/ZGk‘
where

6=, [c, e,

W, has to be a consistent estimator ab, , while Swso et aL.. (2003) decided to

compute following non-parametric estimator @b,

Sl (2 o2 23 S (2 62)(e2 2
w4=?2(6t_0) +?t=21 w (l,m) Z (EI_U )(51*1_0) ’

t=1+1

where w(l,m) is a lag window defined asw(|,m)=1—( . It should be added that if

m+1)

g=e:—0° then ,— E(gf)=n4—a4 . Described assumptions 1) to 4) cause that Iritiao,

Kappa 1 and Kappa 2 tests will have following:

IT =1 —% sugW' (r)|
207

K1= ©4 Zsup|W’ (r))|
Ny—0

ko= sugW’ ()]

37



These particular equations were used bys&et aL. (2003) to compute critical values for

mentioned tests.

4.3. ResultsAnalysis

Breakpoints were calculated using appropriate softwool4® with ICSS library developed
by RapacH anD Strauss (2008) and reprogrammed bynSo et aL.. (2003) in GAUSS language. The
data series included 3678 samples i.e. from 5thl A4 to 31st March 2009. The programmed

algorithm identified as breakpoints also startimgl @nding dates, which can be omitted, but their

inclusion help to better perceive periods limitedrbal breakpoint4 Table 10 shows particular

breakpoints with corresponding dates of observatfonall three tests.

TasLe 10: List oF BrReakpPoinTs wiTH DATES oF OBSERVATIONS

Inclan Tiao Kappa 1 Kappa 2
Breakpoint | Date Breakpoint| Date Breakpoirlt Date
1 05/04/19941 1 05/04/19p4 1 05/04/1994
22 24/05/199%% 22 24/05/1994 3360 19/12/2007
100 01/11/19%4 39 07/07/1994 3678 31/03/2009
334 10/11/19% 100 01/11/1994
355 13/12/19% 176 15/03/1995
358 08/01/19%6 625 03/02/1997
625 03/02/1997 970 18/06/1998
970 18/06/1998 1015 24/08/1998
1015 24/08/1998 1055 19/10/1998
1055 19/10/1998 2058 16/10/2002
2058 16/10/2042 3254 23/07/2007
2958 17/05/2006 3536 02/09/2008
2988 28/06/2006 3591 20/11/2008
3152 22/02/2047 3678 31/03/2009
3164 12/03/2007
3254 23/07/2007
3274 20/08/2007
3337 16/11/20Q7
3375 16/01/2008
3381 24/01/2008
3536 02/09/2008
3591 20/11/2008
3678 31/03/2009

43 It namely means OxEdit 5.10 and its OxGauss &dénsion.

44 Number of real breakpoints is lower by two thamtable, number of periods is lower by one.
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Following graphs depict structural breaks with enparison to the researched data series, it
shows that Inclan-Tiao and Kappa 1 tests detecta@ short-term shocks such an sudden increase
in volatility during end of year 2008, while Kapgatest divided the whole data sets just into two
parts.

GraprH 4: PX Inbex DaiLy ReTurns AND DeTECTED BREAKPOINTS - INCLAN T1AO TEST
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GraprH 6;: PX InpEx DaiLy ReTurNns AND DeTECTED BREAKPOINTS - KAPPA 2 TEST

0,2

0,15

0,1

0,05

-0,05

In order to test a hypothesis that a higher nunobdreakpoints implies worse forecasting
abilities and on the contrary a lower number ofakpmints allows better forecasts, the whole
observed data series was divided into five periom#aining three-years of observations i.e. 1st
period: 5th April 1994 - 31st March 1997; 2nd pdridst April 1997 - 31st March 2000; 3rd
period: 1st April 2000 - 31st March 2003; 4th pdri@st April 2003 - 31st March 2006; 5th period:
1st April 2006 - 31st March 2009; Table 11 indisateimber of breakpoints computed by particular
tests in each period.

TasLe 11: NumBer oF BreakpPoINTs IN DeriNED PERIODS

Inclan-Tiao Kappa 1 Kappa 2
Period 1 6 5 0
Period 2 3 3 0
Period 3 1 1 0
Period 4 0 0 0
Period 5 11 3 1

Then a GARCH (1,1) process was used for a tesfitigeohypothesis, when one period was
used as a basis for an estimation of parameteishwere used in computations of forecasts using

similar techniques as in previous chapters, andllawing period was used as a benchmark for
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estimated 1-step or 5-step forecasts. Followintetabhow quality of results using defined quality

criteria.

TasLe 12: 1-step Forecasts Usine GARCH(1,1) Process in DerineD Periobs

1-Step Estimation

MSE TIC MZoa  Std.Dev. P-Value MZp Std. Dev. P-Value R-squared
Period 1-2  2.598 0.655 0.347 0.084 0.000 0.316 0.133 0.000 .0110
Period 2-3  2.603 0.684 0.271 0.144 0.061 0.536 0.265 0.040 .0090
Period 3-4  2.673 0.621 0.149 0.198 0.452 0.488 0.241 0.017 .0090
Period 4-5  2.790 0.605 -0.246 0.418 0.556 0.796 0.421 0.314 0.008

TasLE 13: 5-step Forecasts Usine GARCH(1,1) Process in DerineD Periobs
5-Step Estimation

MSE TIC MZoa  Std.Dev. P-Value MZp Std. Dev. P-Value R-squared
Period 1-2  2.567 0.656 0.320 0.127 0.012 0.336 0.212 0.001 .0090
Period 2-3  2.601 0.691 0.266 0.214 0.214 0.543 0.397 0.125 .0060
Period 3-4  2.735 0.613 0.161 0.282 0.567 0.433 0.313 0.035 .0060
Period 4-5  2.874 0.601 -0.148 0.552 0.788 0.669 0.523 0.264 0.004

According to quality of forecasts evaluated by Ragd of Mincer-Zarnowitz regression,
which reveal a goodness of fit of forecasts to vadlies, forecasts made with a usage of new setting
of period shows much worse fitness with a comparisopreviously forecasted values. However
this does not mean that new forecasts are badube@aproper measure of realized volatility has to
be chosen according tavBersenanp Boliersiev (1998) and in this case the realized volatilityswa
replaced by an approximation based on squared dgtilyns. Thus a data with higher frequency
should be used to fully utilise the power of augpessive conditional heteroskedasticity models.

When the quality of forecasts should be compareth &iproposed hypothesis based on
number of breakpoints, the worst forecasts shoalgdrceived in period 4-5 according to Inclan-
Tiao and Kappa 2 tests, however Inclan-Tiao algmests that the best forecasts can be computed
in period 3-4, which is not consistent with theules On the other hand the Kappa 1 test is not
consistent neither with the best forecasts nor with worst forecasts. Thus only Kappa 2 test is
consistent with both statements, because it sug@esy that during periods 1-2, 2-3 and 3-4 the
forecasts should be better that in period 4-5.

A next comparison between forecasting abilities #relproposed existence of breakpoints
by particular test statistics was made in the wagt breakpoints indicated periods within the

forecasts would be computed. It namely means tietdata between each two breakpoints were
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split into two parts in ratio 2 to 1, when a bdsisthe estimation of forecasts used two thirdshef
subsample and one third served as a benchmarilstionaged forecasts. The forecasts were made
only for 1-step estimation and the only qualitytenion was R-squared obtained from the Mincer-

Zarnowitz regressidh The following table shows resulted R-squared wititching period.

TaBLE 14: MINCER-ZARNOWITZ R-sQUARED FOR DEFINED SuBsaMPLES™

Inclan Tiao Kappa 1 Kappa 2
Period R-squared Period R-squared Period R-squared
1 0.0438 1 0.0438 1 0.0405
2 0.0402 2 0.1114 2 0.0222
3 0.1626 3 0.0341
4 0.0097 4 0.0004
5 N/A 5 0.1593
6 0.0788 6 0.0651
7 0.0651 7 0.0018
8 0.0018 8 0.2580
9 0.2580 9 0.0003
10 0.0003 10 0.0283
11 0.0004 11 0.0670
12 0.0486 12 0.0718
13 0.0104 13 0.0038
14 N/A
15 0.0003
16 0.1513
17 0.0632
18 0.0005
19 N/A
20 0.0070
21 0.0718
22 0.0038

The results obtained from the Table 14 suggest ltheln-Tiao test marks too many
breakpoints, because some subsamples containedesgethat 15 observations, which cannot be
enough to reveal a real structure or even to makecésts based on the data series. However when
this drawback is omitted, the results suggest lttdan-Tiao test sorted the data sample into three
main groups: the first group can be characterisedhbdiocre/good forecasting abilities inside of
the subsample using GARCH(1,1) process, which mBasguared above 10% level; second group
shows subsamples, in which GARCH(1,1) achieved &voesults, R-squared exceeded 1%, but

were below 10% level; third group contains subsasplvhich contains nearly unforecastable data,

45 According to previous findings additional critewould be redundant.
46 N/Ain the table means that there was not enabgervations to compute forecasts.
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R-squared was even lower than 1%.

When a Kappa 1 test results are analysed, the sartiag can be perceived and even the
Kappa 1 test did not make any breakpoints, whichlavprevent an estimations of forecasts. Thus
in this task Kappa 1 test performed better thanotiginal Inclan-Tiao test. On the other hand the
Kappa 2 test did not sort the data sample inteedfit "classes" of subsamples, it only divided the
original data series into two parts, where GARCH)Jerformed roughly same. Alas as it was
already stated, this outcome does not reveal wh&B#dRCH (1,1) was not appropriate for the
estimation¥.

Although models researching structural changesdtatteresting results, which would
suggest a precise dates to structural breaks, rémitts are not very consistent, when their adslit
were deeply analysed, and thus the results shoalldaotiously interpreted. Inclan-Tiao failed
during both tests, Kappa 1 and Kappa 2 performetthdout the results were not unambiguous.
When results from the Kappa 1 test would be reghedethe most precise, it would suggest that
most of the structural breaks occurred before 1998¢ch could be regarded as an early stage of
development of PSE, according to events listetiénGzech market overview chapter, characterised
by frequent structural changes. And then therepsraod of time coincidental with world financial
crisis starting in 2008, when also structural clengccurred in higher amount. Kappa 2 test
identified only one structural break, which occdredter a merger of minor and main markets and

prior a world financial crisis in 2008.

47 Andersen and Bollerslev (1998) suggest dataserith higher frequencies or an appropriate evalnaf volatility.
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V. Volatility Spillover Effect Models

There was a vast amount of significant events, whltanged the structure of domestic and
world equity markets and indicated that world ecuoius should be reconsidered in a new context.
This means a reconsideration based on a new uaddisty of information highways, which
became a standard piece of our lives. This outlsakiportant for investors realizing investments
in all markets and also raised a lot of questidimsuavolatility spillovers between related markets,
when some markets experienced even simultaneoudents.

Reasons for increased market dependencies anccarrence of a similar behaviour could
be various. International spillovers may be assedian cases of cross-listed securities in various
markets, which is analogous for an increasing numdfe abroad listed depositary receipts
representing domestic securities. The internatitnaale can affect the correlations of consumption
and business cycles across countries. This willaeoé the level of economic and financial
integration process as was described mm (R000), which suggested stronger links in regional
markets and also described a significance in \ibyatransmission in case of local developed and
emerging markets.

An increase in the degree of market integratiom imternational structures can be a
significant event, which can change a correlatiorog interconnected markets as was shown in
CappiELLO ET AL. (2006). Furthermore also periods of crises tightk interlinks between equity
markets as showeda@em (2008) or N (2000), which described a precise turbulent events
resulting from a contagion of equity markets. Alese information and relations can be powerful
tools, which can be useful in case of a searcllifterent stages of development especially in the
Czech Republic.

Useful aspects for a country’s stage of a libeadilan process and a common evolution of
the equity market can be described in point of vadwhe volatility spillovers. This can be related
to a situation of PSE, which dramatically changeainf its beginning to the status in the 3rd
millennium. | will investigate whether a developrheand a strong integration processes have
affected forces guiding volatility and cross-marketrelations at PSE in comparison with other
developed markets. Namely the models offer to thaadk an intensity of transmission mechanisms.
This research opens a possibility of perceptiomtaflink between PSE and other developed capital
markets, which can answer whether or when PSE becarpart of global markets and also
determine at what extent it occurred. On a fieldvofatility spillover effects there are two main

classes of models, it namely means univariate nscated multivariate models.
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5.1. Univariate Modd s

Although univariate models are only capable to wapta single data series, there are
options, which enable to quantify a volatility $p¥ers between surveyed marketsieB(2003)
suggested to compute a complex system of estinsatath various conditions as shows Appendix
[ll. The system employs residuals of primary uniae models into cross-sectional estimations,
where are residuals denoted as independent vesiableere is way to estimate conditional
correlation on a basis of forecasts made from thal fmodel, which was composed from all
univariate residuals, all cross-sectional residaat$ also auxiliary modéfs

However there are weaknesses, which are embedttethis method. At first the system of
equations is rigid and it can not be flexibly ugedgreater amount of variables, which limits the
outcomes of a research, because when there are vadebles involved in the analysis, it is
necessary to impose additional conditions on caaltrén incompatibility. Secondly the essence of
estimations is based on forecasts, which have shiosufficient results during some time periods

as proved in previous chapters of the thesis.

5.2. Multivariate Models

A multivariate approach to volatility spillover dgsis is much more flexible, because it
treats all variables equally and it does not regjoianipulations with input data series in a case of
more estimated variables. One of the most populattivariate GARCH models is constant
conditionally correlation multivariate GARCH modgioposed in BiLerstev (1990), which can be

defined in following wa?:

H,=D,RD, ,

where D,=diag|Vh, |
E.ilee')=Di*H, D"
&=D;'r,

rJ¥, ,~N(O,H,)

R denotes a correlation matrix, which contains caoodél correlationsr stands for random

48 For further information see Ng(2000) or Baele@00
49 This is proposed form of the CCC MVGARCH modetdign Engle (2002) for further generalisation iBl¢C MV
GARCH.
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variables, which are assumed to be normally distedh, andh are standalone univariate GARCH
models. This model brings significant advantagesr greviously mentioned univariate approach,
because it has less number of parameters andaisvedy simple to estimaté However there are

also drawbacks included in the model, it meanssanraption of a conditional correlations, which
can be only extended by a band of confidence, tadidallows to perceive changes of conditional
correlations during estimated time period. Thugmegalization of CCC MVGARCH was proposed
in order to eliminate these flaws, which enabletlyaamization of the conditional correlations and

resulted in the dynamic conditional correlation MY&CH model.

5.2.1. Dynamic Conditional Correlation Multivariate GARCH model

One of the sophisticated econometric models, wischble to show volatility spillover
effects across different countries in selected dataple, is DCC MVGARCH model described by
EncLe (2002).

The model is defined as follows see als@iE (2002):

rJ¥,,~N(0,D,RD,) (1)
D?=diag{w;|+diag{k;|r,_.r'_,+diag{y;| D7, (2)
AN )
Q=S(tt'=A-B)+As_,¢' +BQ._, (4)
R=diag(Q,] ' Q.diagQ ™" (5)

A relation (1) describes an assumption of normalfy equation (2) expresses the
assumption that each subset follow an univariateRGH process. (3) describes behaviour of
residual terms and finally (4) and (5) describermatomposition necessary for the estimation and
iteration processes. Without the assumption of maditynin (1), the estimator would be only QME.

The log likelihood for the estimator is following:

;
log(L Z(nlog 2m)+2log|D|+r,' D, 'D; 'r,—¢, e, +log|R|+¢,' R ¢,

I\)IH

which is being maximised through estimated pararaefiéhe log-likelihood can be further divided

50 As proposed in Nakatani and Terasvirta (2006).
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into two parts

log(L)(0,¢)=log(L, )(0)+log(L:)(0,4)

T n
log( L —%ZZ log(2m)+log(h, )+ T

t=1i=1 hi,t

which shows that this part reflecting volatility & sum of individual univariate GARCH log-
likelihoods, which can be maximized separatelysTémphasize a need of prior estimations of all
involved univariate GARCH models. While a secondmtedescribing conditional correlation

parameters is maximized individually meaning a stage estimation.

o=arg max L, (6)
maxp | Le(0,4)| =

These definitions can be adjusted to fit into @lt@ distribution, which includes other
nested distributions i.e. normal, Student, LaPlacé exponential power distributions; as used in
PeLacarTi aND Ronpena (2004), who incorporated this in their MultiGARGQHrary*. The elliptical

distribution has following likelihood functigh

.
1 - ]
=2 [logc,—5log|% | +logg(r =r" )} (6)
t=1

Because their results stated that normal distobuperformed very well, in a comparison to
other distributions, | used it in estimations fosimplicity's sake. A final estimation of the model
consists of three steps. In the first step unitar@@ARCH models are estimated for each data set
and the resulting coefficientsw,«,f of equation (2) are used for next step as stasaiges.
Next step begins recursion and following estimatb(3) and also residuals estimated in step 1 are
used as estimate of matrix S in equation (4). Kiralthird step evaluating dynamical conditional
correlation is made fully automatically through taltiGARCH library>*

51 Log-likelihood maximization method of the condital correlation part is described in Appendix II.

52 MultiGARCH library is a package used for DCC MVBE&H estimation.

53 The estimation process is divided into origirade and redesigned routines of MultiGARCH packagdech
improve various output abilities.

54 The particular algorithm used in the library ésdribed in Appendix II.

47



5.3. Data Description

The main goal of the analysis is to describe stafd3SE development and its relations to
other advanced markets, which could indicate whieRi$E became also a part of developed market.
It can be assumed that the Czech Republic is mdsihgndent on European markets and thus also
European indices mostly occur in the data seridsclwis enriched by two other important stock
exchanges represented by USA and Japan. Becatesewtifindices listed in one country tend to act
simultaneously and thus it would not improve thécome, only one representative is chosen from
each country i.e. ATX in Austria, BEL 20 in Belgiur®@AC 40 in France, FTSE 100 in Great
Britain, DAX 30 in Germany, NIKKEI 225 in Japan, XEn Netherlands, IGBM in Spain, OMX
SPI in Sweden, SMI in Switzerland, NYSE 100 in U&#d finally PX index traded in the Czech
Republic on Prague Stock Exchange, which is claaidyplaceable in the analysis. This means that
a whole data sample includes 12 national indicemgldrom 5th April 1994 until 30th March
2009 and thus an analyses of many important eardasrecent economical history are available.
For the purpose of clarity the names of variabkesdescribed by abbreviations of names of states
instead of indices.

Data estimated in the routine were calculated liloiong form:

R.=log(P,/P, ,)x10C |,

where P, stands for closing value of computed index. Thisansethat input values of
national stock indices were transformed into daigt returns R, computed as Close-to-Close
value in percentages. When a expression net dgtillyrr is mentioned it is important also to clarify
from which point of view they are computed to bé because there are two basic choices. The first
one take into account only daily returns of loealastor, who invests into national stocks and thus
in my case into a particular national index. On olieer hand there is another option, which takes
into account real net returns adjusted by exchaate effects, which are important for Czech
investors investing on global markets or globalesters interested in returns in CZK, who utilise
benefits from international diversification. Thiseans that they are interested in strategies
incorporating also a currency risk, which is sigrahtly affecting a success of their strategies.

It is common to use daily returns denominated icalamational currencies as inieBoLo

(2007) or GerieLLo ETAL. (2006). However it is possible also to test dymaronditional correlation

55 Initial date was set as a beginning day of Czetlonal index PX, which is the latest stock exgj@imdex in the
sample. At 5th April 1994 the value of PX 50 wastednitial value 1000.
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among currencies as inmkmura (2007) was presented, which implies that a symhekthese
analyses would result into a point of view of fulhformed investor, who is able to modify his
strategy according to all available data. Thuslevieng analysis is conducted for both types of
data i.e. net index returfiand also adjusted net index retdfns

Because of a lack of data sample synchronizZtam original samples obtained from data
server$’ were sorted by a custom routine programmed in @x&d0. The algorithm approved
only opening dates common for all countries, ineorh minimize possible problems during DCC
MVGARCH model estimation, which could occur whentrntegs are being inverted. This is a
common problem of DCC MVGARCH studies, which usthea weekly or averaged weekly data
free of 'holiday-gaps' to avoid the problem witki@rsions of matrices. But the data sample based
on weekly data would offer only 780 samples folygars, which is approximately 4 times less than
was achieved with a sorting procedure, which reduih 3174 samples. This implies that the
precision of the output should be higher than &.@appriELLO ET AL.. (2006) or Dksorp (2007). So
although the routine removed some samples its Idatais only 14%, which is significantly less
than a 79% data loss caused by a usage of weeldysdss. All values of net returns and adjusted
net returns, which were used in the analysis, apcted in Appendix IV. All graphs offer an easy

way to compare percentage changes among all réselncarkets.

5.4. Result analysis

Using an programmed procedures and the econonsatitiwaré® univariate GARCH(1,1)
processes were computed for each particular natiodex using both data sets, which is depicted
in Table 15 and Table 6 As was mentioned this is a basis for a next sfep DCC MVGARCH
analysis. At this stage results in both tables icowd that all estimated models fulfilled necessary
conditions for both data sets of net returns andsded net returns - parameters were positive

w,20,8,>20 and also all processes were stationary+ <1 . From this point the result
analysis is divided into two parts i.e. the anaysi net returns and the analysis of adjusted net

returns.

56 Net index returns denote net index returns witlesahange rate effects.

57 Adjusted net index returns include exchangeetigets and thus can be qualified as real netmstur

58 i.e. that it is common that some exchanges @adwolidays, which are unique in their countried #rus list of
dates, when are stock exchanges open, is spemifecarticular country.

59 Data have been gathered from yahoo.finance.c&f,dd also CNB through www.kurzy.cz database.

60 OxEdit 5.10 including package G@rch 4.2 and pgekdultiGarch 0.3

61 See on pages 72 to 73.
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5.4.1. Net Returns

The DCC MVGARCH model was successfully estimatedl d@hus its all necessary
conditions were fulfilled, otherwise the convergerd the model would not be achieved, because
the model is very sensitive to input data. Condgiccorrelations estimated by DCC MVGARCH in
Graph 7 model shows a gradual increasing trenchterdependencies of Czech capital market
among nearly all perceived data sets. This can rierpreted as a gradually increasing
interdependence of Czech stock market to developed#tets. A very interesting consequence of the
output shows that this gradual integration of Czstdtk exchange is common for all remaining
data sets including relatively far Sweden, whichaseven a part of EMU similarly to Switzerland
and Great Britain. This proves that capital maikétrrelations are deepening without regards to
membership in EMU. However there are two exceptidapan and USA indices behave differently
and stay in a -0.15 to 0.4 band of correlationdibrthe time, this can be perceived in individual

graphs of conditional correlation in Appendix l@lsith individual conditional covariances.

GRrapPH 7: AGGREGATED ConDITIONAL CoORRELATIONS - NET RETURNS
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The most illustrative picture of a typical behavicaf the correlation can be achieved
through a computation of the expected value basesiatues of all estimated correlations. This
approach is similar to A&BrieLLo ET AL. (2006), where average correlations are computed f
particular regions. Thus if the average of allreatied correlations is computed, the result is an
average correlation to world markets from a poinview of the Czech Republic. This computed
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measure will be named in the rest of the documentha 'average world correlation' for a
simplicity's sake. The final outcome of the averamgerelation is in Graph 8, which is even
amended with its band of confidence calculated %% level of confidence and based on the

Student distributiofi.

GraprH 8: AveErRaGE oF ConpiTioNAL CorRELATIONS WITH BAND oF ConrFiDENCE Using NET
RETURNS
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When the band of confidence was computed, it is ptssible to compare, which national
indices get off the band at most. The Austrian AJofrelation over excesses the band most of the
time and thus can be referred as the market wéhtghest correlation. On the other hand indices
of USA and Japan under excess the band and itdaips that markets out of the Europe have
lower interconnections with the PSE. A comparisdriast values of USA and Japanese indices
finally reveals that recently the USA equity marketmore interlinked to PSE than the Japan
market.

Although the average correlation behaviour canrbeathed with a rising linear trend, it is
not perfectly linear and several important leaps ba perceived in the estimation. The average
correlation can be divided into three differentipes of time. The first period lasts from an
establishment of the PXindex until a half of the year 1998, when the agercorrelation stayed in

62 The band of confidence requires an assumpti@nairmal distribution of individual conditional ¢efations and
was computed with 10 degrees of freedom.
63 formerly PX 50 index
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a band from -0.1 to 0.15. It indicates very lowemen zero correlation between PSE and other
markets, which implies that PSE was in a positigpical for unintegrated emerging markets as
described Kaup ano Rasacuru (2007) or Hoe et aL. (2008). A second period is characterised by a
significant increase in a correlation, which lietvibeen 0.2 and 0.45, lasting until 2006. This means
that the correlation is significantly positive andills the gap between periods of low and high

correlations, which occurred in the last periode Timal period starts in 2006 and remains until

nowadays. The main characteristic is a continualeise in correlation up to values around 0.6,
which is typical to developed and integrated stafdsU according to &pieLLo eTAL. (2006).

When the analysis is enriched by important econaheegents it can reveal the spirit of a
development of PSE. This means that Czech stockehwaas rather "stand-alone" than integrated
into Europe in the first period, which is typicabrf emerging markets. When a following
development is researched year 1998 shows veryriargochange, which can be associated with
various economic events. According ta&m(2008) this change could be related to Russiafscris
which occurred during the same period of time, hawehere is possible also another explanation.

CaprpieLLO ET AL. (2006) suggests that during 1998 Euro had alredticts on financial
markets. This implicates that the correlation vi#MU should be increased from 1998 or 1999,
when compared to the average world correlation.sTAauGraph 9 was made, which compare
correlation of EMU states represented in the sathpiéh the average world correlation.

64 It means ATX, AEX, BEL 20, CAC 40, DAX 30 and I&Bindices.
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GrarH 9: Dirrerence BETWEEN EM U Averace AND WoORLD AVERAGE CORRELATIONS
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The Graph 9 shows that the difference between stggieverage correlations was often
positive, which indicates stronger interlinks wiMU countries, but there was no significant
increase during 1998 or 1999, which would confirtmypothesis of an importance of Euro adoption
in context to the Czech stock market. This conduihat during 1998 correlation with all market
indices stood up steeply, because the Russias casitagion, but lasted for longer period of time,
which is consistent withAseem (2008). This sudden difference in a volatilityrtsanission is typical
for emerging markets in a case of period of Russi#sis as was researched IRPERALE ET AL.
(2006).

A next important event, which affected the Czechketawas an accession to EU in May
2004. A flow of the average world correlation sugigethat integration of PSE strengthened later,
but it is possible to analyse correlations simyla$ in a case of Euro adoption, which was analysed
by CappieLLo ET AL. (2006). Thus a Graph 10 was made, which comptresaverage world
correlation to the 'average correlation to EU caast The Graph 10 shows that before 2004, the
difference between world and EU was positive inmterof correlations, but from 2004 the
difference increased significantly and exceededradtof previous valués The result suggest that
the EU enlargement was an important event, whicheased a degree of PSE interlinks to world
markets and allowed PSE to become a developed muaike a full-fledged integration. The

particular date of a new stage of a developmentbeaperceived in year 2004, in a case of analysis

65 The difference between the average world andageeEU correlations did not exceeded a borderihgev@a035.
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of differences among markets, or in year 2006, wtien average correlation amongst world
markets increased., but in both cases the datéeis the accession, which suggests that the EU
enlargement was rather a reason for a change thanteipated event.

GRraPH 10: Dirrerence BeTweeN EU AveraGe AND WORLD AVERAGE CORRELATIONS
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Finally it is possible to interpret an impact ofjlbal financial crisis in 2008 on PSE in
terms of volatility spillovers. The outcomes indiedhat a financial crisis in 2008 did not affect a
steady trend, which started during 2006 and lasted the end of a data sample in March 2009.
There is no sudden change in a correlation devedopnwhich means that although correlations
increased in 2008 on PSE a trend remained the ¥aftes offers a conclusion that the global
financial crisis did not affected a degree of imé&@n of PSE into developed markets, but it was an
inevitable event, which is a cost united with arimbership in developed markets club'.

5.4.2. Adjusted Net Returns

As in a previous analysis of daily net returns #stimation of DCC MVGARCH was
computed using adjusted daily net returns, whicwoiiporate an exchange rate effects. All returns

were weighted by CZK, which was chosen as a basia tomparison. The result of the model is

66 This statement can be supported by a fact theglation over 50% can be perceived from year 208%ch is not
regarded as a time of a global financial crisis.

54



depicted in a Graph 11, which shows volatility lsmérs were not significant during the whole
period of time, all values remained in a band fréd5 to 0.3. This indicates that although
volatility spillovers occurred in case of net daiturns, which analyse a situation from point of
view of a local investor or a global investor imtstied only in returns in a same currency as is
denominated the index, the volatility of adjustedydnet returns remained almost the same. A good
signal for a global investor, who is interestedrimestments with low correlations, which would
offer a maximum diversification effé¢t A volatility of the investment on PSE remainedhianged

in a comparison to investments on other marketerwieighted in CZK.

GraprH 11: AGGREGATED ConDITIONAL CORRELATIONS - ADJusTED NET RETURNS
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67 Amount of the diversification effect arises fraandegree of co-movement and thus also correlatibigher
correlations imply lower diversification effect and contrary lower correlations mean higher divferaiion effect.
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GraprH 12: Averace oF ConbiTIoNAL CorreLATIONS WITH BAND oF CoNFiDENCE UsING
Abiustep NeT RETURNS
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The Graph 12 shows that an average correlatior& #nong the world sample remained
even in band bordered by values -0.15 and 0.15¢twts more typical for CCC MVGARCH
model, because a correlation stayed almost congtarst outcome shows that adjusted net returns
would be only little affected by excessive vol#giliand thus volatility spillovers or market

contagions have low effects.

5.5. Granger Causality Test

Although previous chapters clarified changes inatility spillovers, the directions of
spillovers remained unsolved. The theme was resedrin NMhTHUR AND SusrAHMANYAM (1990),
where Granger causality was suggested as a tollichwitan determine directions of
interdependencies.

Causality test employed byr@cer (1969) is relatively easy test using standard d¥isest
to find whether a zero hypothesis can or cannaefeeted. Granger causality test uses lag variables
to find interconnections between researched datss®ue to lower complexity it is possible to do
cross tests between all markets, however this isamurpose of the work and thus only relations
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between Czech Republic and other markets are dempdyysed. The Granger causality is

researched using a two-variable interdependencelndedcribed as follows:

n n
Z Xy XH*’Z BiiYiiterss
i=1 i=1

X
I

n n
Yo = Z Ky X +Z BaiYiitea,
i=1 i=1

where X, and Y, denote individual time series, which are mutualympared from
Granger causality perspective.

A relation assuming X;—Y, , where is Y, dependent on X; in a sense of Granger
causality, can be computed through testing zermtigsis H,: «,;=0, for i = 1,...,n which
rejection indicates thay is caused by in terms of Granger causality, while opposing treta
assuming Y,— X, involves testing hypothesidi :8,;=0 for i=1,...,n

As it was shown in previous equations, if the Gengausality e.g. in case ofX; variable
is intended to be computed, it is necessary tatasavn lagged variablesx, ;, for i=1,...,nin
the model in order to compare a benefit of new datees Y, ;, fori=1,...,n which is regarded

as a 'Granger origin'.

5.5.1. Akaike Information Criterion

A need for a proper definition of the Granger céitiséest brings a question "How many
lagged variables should be used in the estimatjomf?ith can be answered with a usage of Akaike
information criterion. AIC can determine the optlnmuumber of independent variables in the
Granger causality model. AIC was proposed ik (1974), it is a relative measure of the
information lost when a given model is used forugppse to describe a reality. The basic idea is to
determine the relation between a precision andnaptaxity of the model. Akaike's test suggest to
choose a model with the lowest possible AIC valueompares benefits of additional variables

with their total amount, the definition is as fails:

AlC=2k—2In(L)
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wherek is a number of parameters in the model aii(L) is the value of maximized log-
likelihood function for the estimated model. In wgse | used another option how to compute AIC.
Under an assumption that errors of a model are albynindependently and identically distributed |

computed sum of squared residuals:

SSR=)_ &’

i=1
which can lead into another form of AIC test statis
AIC=2k-+n][In(SSRn|]|

This equation can be interpreted as a preferent@anar sum of squared residuals, because
also lower AIC means better outcome. While highember of parameters imposes penalty to
estimated model in terms of AIC.

The AIC values were computed for all models chammed by previous hypothesis

Hq:8,,;=0 and thus a number of lagged variables in testednaltive were set to same amount.
The maximum number of lags checked through AlCisgralgorithm were 10 lagged variables.
This was conducted in order to achieve the bestict=sl model so resulting p-values reveal the
Granger causality with a substantial elimination pafssible spurious outcomes, which would
resulted from an inappropriate model definition.

5.5.2. Estimations of Tests

For a purpose of more precise calculations, thelavtiata series, which starts on 5th April
1994 and ends on 31st March 2009, was divided bass of whole years into 15 periods as is
depicted in following tablé& The reason for the division was an assumptiat, @ranger causality
could differ during a long term. And finally becausf a dual analysis of volatility spillover effect
based on both net returns and adjusted net retalsts all results involving Granger causality and
AIC comparison have to be conducted two times.

Table 17 shows advised number of lagged varialdesrding to the lowest AIC based on

net returns for each country, while Table 18 shawsised number of lags based on values

68 Period 1994 starts on 5th April 1994 and end31st December 1994, all periods from 1995 to 2@8fsson 1st
January and ends on 31st December of depicted, fewity period 2008 starts on 1st January 2008 exmds on
31st March 20009.
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including exchange rate effects for each coufitry.

TasLe 17: NumBer oF LAGGED VARIABLES SUGGESTED BY Al C - NeT RETURNS

AUT | BEL | FRA | GBR | GER | JAP | NED | SPA | SWE | SWZ | USA | CZE
4 2 1 1 2 9 2 1 10
1
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TasLe 18: NumBer oF LAGGED VARIABLES SUGGESTED BY Al C - Apjustep NET RETURNS

AUT | BEL | FRA | GBR | GER | JAP | NED | SPA | SWE | SWZ | USA | CZE
19941 10 4 9 1 1 7 1 10 4 10 1 10
1995 1 1 3 4 1 1 1 1 2 5 3 1
1996 4 1 1 1 4 1 1 4 1 1 1 1
1997 1 1 3 1 1 2 1 5 1 0 1 7
1998 1 1 4 1 17 1 1 1 1 1 1
1999 3 1 1 5 4 1 6 1 1 6 2 4
20000 1 2 1 3 8 3 8 1 1 1 1 1
2000 1 8 5 3 8 1 5 1 1 2 1 1
2002 1 1 7 7 7 2 7 7 1 1 1 1
2003 2 1 8 3 1 1 1 1 1 9 1 1
2004 5 2 2 1 2 1 2 2 2 1 1 6
2006 1 1 1 7 1 1 1 1 1 1 1 1
20060 9 6 6 1 6 4 1 6 6 1 2 1
2007 1 1 1 1 1 8 1 1 1 4 1 1
2008 1 7 6 7 8 2 9 5 2 1 2 1

In Tables 19, 20, 21 and 22the computed p-values of F-tests testing depiaedd
hypothesis are shown. The names of tables indiedtigh direction of Granger causality is tested.
Resulting p-values describe at which level of aderfice a hypothesis of a non-existence of Granger
causality can be rejected.

69 Number of advised lagged variables is the samth&Czech republic in both estimations. Thisassed, because
values of indices are weighted by real returnsaiKC
70 See on pages 74 to 75.
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5.5.3. ResultsAnalysis

Lower p-values indicate that the market is affedtgdsranger causality, while high p-values
reject the causality relation. When results ofreéirns are analysed and a level of confidencetis s
to 5%, it can be stated that the Czech market pemigent on other countries in Granger sénse
since 2004, when the occurrence of lower p-valgsesiore often, but this relationship was only
unidirectional. A bidirectional relation can be @gtonly in year 2008, when 70% of the countries
was dependent on the PSE. Before year 2004 thendepees are only sporadic, which is consistent
with results of DCC MVGARCH, which revealed thabrn year 2004 PSE can be marked as
developed market. That also confirms that year 2084 important for the Czech market and thus
an accession of the Czech Republic improved agrat®n of PSE to other markets. The process
of integration seems to be still in progress, beeawsults from the latest year 2008 show that the
interlinks are bidirectional.

Results of adjusted net returns implies, that Geamgusality occurred even earlier, but it
could not be perceived through net returns, becaumse 1998 p-values are near zero for most of
the indices in the sample. This also confirms tieddtions between PSE and other markets were
almost always unidirectional and in addition thepeledences can be perceived through data
including exchange rate effects. The outcomes norfindings of ResLanp BLatna (2008), where
was also a significant influence of Western Europetock markets on the Central Europe
perceived.

However it cannot be clearly answered whether then@er causality is solely connected
with exchange rates and thus the impact of equdayket could be marginal. A comparison of the
Granger causality with DCC MVGARCH estimates camatoede, that in case of adjusted net
returns the dependence occurred only in terms tfrre, but volatility spillovers were not
observed.

Alas the results of the Granger causality canned gnambiguous answers, but they offer a
useful outlook to interdependencies of PSE to otherkets and it supports findings that years 1998
and 2004 were important milestones in history ef@zech equity market. The outcomes also show
that the Granger causality was only unidirectianah history of PSE, but it can be assumed that
this will change in a near future, because yeaB20feady recorded bidirectional relations.

71 Further mentioned dependencies are assumeditcsbase of Granger causality.
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V1. Conclusion

Findings of the thesis are various. At first it waoved that GARCH (1,1) process is
suitable for an analysis of the Czech stock markéiile it also performed very well in a
comparison to more sophisticated models. The exdst®f a conditional heteroskedasticity was
confirmed. A test of forecasting abilities showeddmcre performance and quickly deteriorating
outcomes, when more that 5-step estimations wearguated. Alas true forecasting abilities could
not be tested, because only an approximation @iilg dolatilities was used. This recommends that
also higher frequencies should be included in théurresearch. A part involving structural change
models indicated that a period before year 1998iffsrent than later era, which means that the
evolution of procedures and rules affected a dgwvetnt of PSE and a behaviour perceived on the
market. Structural models also provided a guideugh less or more predictable periods, when
GARCH (1,1) showed different quality of performancdorecasting abilities.

The intuitively assumed stages of PSE developmeningl its existence, which would
follow the most important milestones, mentionedhi@ Historical Preview chapter, were confirmed
and specified in the thesis. The DCC MV GARCH matieinonstrated that the best outcomes can
be received after a comparison of PSE with differearkets, while a research of a solely national
data series provided only a limited descriptive powhe dynamic model marked two important
events in the history of the Czech equity market,yiear 1998 and the Asian/Russian crisis and also
year 2004 and the accession of the Czech RepulbdidEuropean Union. Before year 1998 PSE had
all signs of a typical emerging market. In 1998 #weareness about the Czech market was spread
out and an intermediate period began. It meantahanhtegration of PSE into developed markets
stood up to higher level. The intermediate perstypical with a mediocre interlinks to developed
markets. Finally year 2004 was a very importaninéver PSE, a reason is not only the accession
into EU, but also a full membership in the Federatof European Stock Exchanges and a granted
status 'designated offshore securities market' 8 Hrom U.S. Securities and Exchange
Commission. This ‘invitation' to a club of develdpenarkets was ‘'accepted’ by PSE and
furthermore proved during the analysis. The outste®wed that from year 2004 PSE reached a
new stage, which is typical for other developedhaxges. Borik anp Pobriera (2006) confirmed
that a behaviour of investors changed among invesbtevards markets of new accession states into
EU, however their study proposed that the changeroed immediately after an announcement of
the enlargement. This contradicts my findings iatig that the accession was not anticipated by

market agents and rather was a reason for a chainigehaviour, which is a result implied by
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outputs of used models estimations.

Alas a membership in a 'developed markets club' lateught costs, which counted during
the global financial crisis in 2008. Although arnvarse impact of the crisis on the Czech stock
market could be anticipated due its global nat&reeverity of the impact indicated by a high
volatility contagion was substantial and thus epfulity of a shock-transmission was high. Results
also indicate that the increasing volatility comtagwas a long-lasting process, where the crisis
was not its sudden cause, but rather its inevitabsleome.

Finally an effect of the Czech crown showed th#étalgh the volatility spillovers are a
serious issue for the Czech market, net outconwemtagions is minimized through exchange rates.
This can cause PSE more attractive, when Czeclonaticurrency still exists, because a low

correlation among investments is a desirable canmdior investors.
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L 1st oF ABBREVIATIONS:

AIC - Akaike information criterion

APARCH - asymmetric power autoregressive condilitvederoskedasticity
AR - autoregressive

ARCH - autoregressive conditional heteroskedagticit

AUT - Austria

BEL - Belgium

CNB - Czech National Bank

CZE - Czech Republic

CZK - Czech Crown/Czech Koruna

DCC - dynamic conditional correlation

EGARCH - exponential generalised autoregressivéitional heteroskedasticity
EMU - European Monetary Union

EU - European Union

FESE - Federation of European Securities Exchanges

FRA - France

GARCH - generalised autoregressive conditionalrbsteedasticity
GBR - Great Britain

GER - Germany

ICSS - iterated cumulated sum of squares

IGARCH - integrated generalised autoregressive itiomal heteroskedasticity
1i.d - independent and identically distributed

JAP - Japan

MA - moving average

MV - multivariate

NARCH - non-linear autoregressive conditional heskedasticity
NED - Netherlands

OPG - outer product of gradient

QMLE - quasi-maximum likelihood estimator

SPA - Spain

SWE - Sweden

SWZ - Switzerland

TARCH - threshold autoregressive conditional heskedasticity
TIC - Theil inequality coefficient

USA - United States of America
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TasLe 15: ParameTERS OoF UNIvariaATE GARCH EsrimaTions - NeT RETURNS

0.060 ® AUT
0.133 o AUT
0.844 B AUT
0.066 ® BEL
0.183 M BEL
0.793 B BEL
0.033 ® FRA
0.101 o FRA
0.888 B FRA
0.018 ® GBR
0.112 M GBR
0.882 B GBR
0.037 ® GER
0.107 M GER
0.884 B GER
0.039 ® JAP
0.105 o JAP
0.888 B JAP
0.031 ® NED
0.130 M NED
0.866 B NED
0.033 ® SPA
0.094 o SPA
0.894 B SPA
0.032 ® SWE
0.080 M SWE
0.911 B SWE
0.046 ® sSwz
0.124 o sSwz
0.855 B sSwz
0.018 ® USA
0.082 M USA
0.909 B USA
0.114 ® CZE
0.145 o CZE
0.822 B CZE
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TasLE 16: PARAMETERS oF UNivariaATE GARCH EstimaTions - Apbjusted NET RETURNS.

0.042 ® AUT
0.078 o AUT
0.899 B AUT
0.022 ® BEL
0.117 a BEL
0.877 B BEL
0.015 ® FRA
0.068 a FRA
0.928 B FRA
0.012 ® GBR
0.070 a GBR
0.926 B GBR
0.023 ® GER
0.076 a GER
0.917 B GER
0.046 ® JAP
0.072 a JAP
0.917 B JAP
0.022 ® NED
0.090 a NED
0.905 B NED
0.013 ® SPA
0.052 o SPA
0.944 B SPA
0.017 ® SWE
0.057 a SWE
0.939 B SWE
0.022 ® SWz
0.080 a S4
0.910 B S\4
0.013 ® USA
0.042 a USA
0.952 B USA
0.064 ® CZE
0.144 a CZE
0.837 B CZE
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TaBLE 19: GRANGER CausaLiTY P-VaLues For NET RETURNS - DIRECTION OF CAUSALITY
FrRoM ForeieN CounTries To THE CzecH REepPuBLIC:

AUT | BEL | FRA | GBR | GER | JAP | NED | SPA | SWE | SWZ | USA

1994 026 085 088 054 045 046 035 07 043 007 076
1995| 0.66 0.07 0.19 047 007 079 001 004 002 002 0.75
1996| 0.12 0.13 009 006 057 058 014 006 004 01 024
1997/ 011 035 009 003 009 029 019 013 029 033 0.01
1998| 06 086 046 043 074 003 023 052 003 041 004
1999| 0.06 056 084 037 011 017 055 04 078 037 057
2000| 0.04 007 004 069 024 001 001 038 024 004 001
20011 039 072 043 029 019 044 074 035 035 035 0.07
20021 019 031 017 015 09 066 008 002 025 021 001
2003| 052 049 065 06 097 033 097 045 078 081 0.05

2004| 051 076 056 076 058 002 082 0.86 0 0.99 0
2005| 0.010 02 0.02 0 0.03 0 001 003 011 0.17 0
2006| 083 045 035 06 031 0 026 06 023 085 0
2007 | 0.33 0.01 0 0.01 0 0 0 0.15 0 0 0

2008 | 012 O 027 021 0 0 013 0.2 0 0.23 @

TaBLE 20: GRANGER CausaLiTY P-VaLues For NeT ReETURNS- DirRecTioN oF CAUSALITY
FRoM THE CzecH REepusLIc TO ForeicN CouNTRIES

AUT | BEL | FRA | GBR | GER | JAP | NED | SPA | SWE | SWZ | USA
1994 053 099 095 015 064 016 076 088 083 058 0.1
1995 003 032 014 021 017 098 029 068 035 048 048
1996 | 052 05 081 068 065 007 068 098 027 033 057
1997 | 018 051 008 026 074 066 022 01 098 051 058
1998 071 09 091 044 029 013 09 026 005 08 |0

o O

1999 | 019 049 017 005 0212 09 023 003 012 04 Q.98
2000 | 087 0415 029 023 074 019 045 057 092 004 002
2001 | 096 053 024 002 023 017 044 069 047 071 041
2002 | 0.7 098 024 036 04 002 027 058 054 069 091
2003 | 028 022 027 044 009 039 057 034 063 019 031

2004 | 015 064 09 045 09 075 048 098 028 086 D06

2005| 0.7 025 065 078 066 008 079 066 041 062 0.75
2006 | 028 03 016 08 002 062 016 003 007 073 Q03
2007 | 044 014 025 019 02 047 017 035 074 007 0.75
2008 | 0.78 O 0 0 0 0.04 0.02 0 0.08 0 0.08
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TaBLE 21: GRANGER CausaLiTy P-VaLues For Apiustep NET RETURNS - DIRECTION OF
CausaLiTy FRom ForeigN CounTrieEs To THE CzecH REepuBLIC

AUT | BEL | FRA | GBR | GER | JAP | NED | SPA | SWE | SWZ | USA
1994| 047 05 083 066 055 072 019 06 029 003 046
1995/ 036 012 071 014 05 046 02 056 068 074 0.99
1996 093 064 006 091 054 031 031 065 058 043 064
1997|001 029 025 036 015 018 03 01 065 012 042
1998 0 0 0 O 0 02 0 0 0 0 0
1999 0 0 0 0 0 009 0 O 0 0 015
2000 0.07 016 0 O 0 002 0 O 0 005 O
2001001 0O O O 0 03 0 0 0 0 0
2002 0 0 0 0 0 097 0 O 0 0 0
2003 0 0 0 0 0 01 0 0 0 0 0
2004 0 0 0 0O 0 001 0 O 0 0 0
20060 0 0 O 0O 000 O 0O 001 O 0 089
20060 0 0 0 O 0 0 0 O 0 0 001
200 0 0 0 O 0 0 0 O 0 0 0
20060 0 0 0 0 0 0 0 © 0 0 0

TaBLE 22: GRANGER CausaLiTY P-VaLues For Apiustep NET RETURNS - DIRECTION OF
CausaLiTy FRoM THE CzecH RepusLic To ForeieN COUNTRIES:

AUT | BEL | FRA | GBR | GER | JAP | NED | SPA | SWE | SWZ | USA
1994 086 098 064 047 08 022 093 093 084 09 014
1995 082 042 074 077 031 076 098 034 018 086 032
1996 | 064 097 088 065 064 025 087 096 083 059 098
1997 01 041 001 005 03 057 013 0 029 044 007
1998 | 0.7 096 032 074 088 021 095 085 017 074 056
1999 | 017 067 084 033 026 091 022 093 055 069 082
2000 | 0.79 056 081 059 072 067 054 069 09 087 032
2001 | 063 056 036 001 017 025 041 062 078 015 098
2002 | 019 015 027 025 063 002 033 079 023 026 049
2003| 04 096 018 099 071 08 053 034 076 076 062
2004 | 004 08 073 075 076 093 066 046 069 037 073
2005| 05 094 055 043 056 012 067 025 084 087 089
2006 | 001 032 014 03 003 027 006 003 013 012 068
2007 | 024 082 037 074 061 042 062 037 055 059 092
2008/ 079 003 O 002 O 015 0O O 034 022 005
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ApPPENDIX |

Variance Graphs - Net Returns
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