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Abstract

This thesis assesses the usefulness of confidence indicatorshdoiterm
forecastingof theeconomic activity in the Czech Republithe predictive power dfoth
the business confidence indicator and the customer confidedimator is examined
using tvo empiricalapproachesFirst we predict the likelihood of economic downturn
defined asa discrete event using logit modelfater we estimate GDP growth

out-of-sample forecasts in the framework of vector autoregression models.

The resultobtained fromhe downturn probability models confirm the ability of
confidence indicatorgdespecially the business confidence indicatir)estimatethe
current economic situation and to anticipate economic downturn one quarter ahead.
Results from the owbf-sample GDP growth value forecasting are ambiguous.
Neverthelesshe customer confidence indicator significantly improweedinal forecasts
based on anodelwith standard macroeconomic variables and thereforeomelude in
favour of its predictive power. This reswtas indirectly confirmed by OECRs the
Czech customer confidence indicatoais been includeds a new component in the
OECD domesticomposite leading indicator since April 2012
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1. Introdu ction

fiPredicting the future is a tricky business

Arturo Estrella and FrederMishkin (1998)

Confidence i ndi theadord of ®consreic mnyane canbgEaspi
(BBC News Online, 2001)Not surprisingly, they have experienced a great deal of
attention from both economic analysts and popular business press worldwide. Although
confidence indices are broadly used thee context of current economic situation
appraisal or future perspectivestimation, their forecasting abilities are still considered

as a matter of dispute.

There are two types of confidence measiirtge customer confidence indicator
and the business confidence indicator. Both are results of regular surveys based on
responsg of either customers or business agents to their own (or their business) current
economic situation evaluation and future perspectives or expectations. Because both
confidence indicators includeforward-looking part- personal or business prospeciis
is logically questioned whether this information could be used on the aggregate level for

macroeconomic forecasting.

Earlier availability of confidence indicators compared to long publication delay
of standard macroeconomic variables ldg@ss domestic produ¢GDP) determines
them to be useful instruments not only for economic forecasting but also for models of
thecurrent state of the econorrsometimes calledowcasting Moreover, they could be
even potentially used fan early detectin of business cycle turning points. All these
possible capabilities of confidence indicators are claarportantto policy makers and

market participants.

The motivation of this thesis is to shed light on two potential abilities of
confidence indicators GDP value forecasting and business cycle turning point
detection. Our research is purely atheoretical; except for two theoretical concepts briefly
mentioned irnthe literature review, all the results and contributions are solely based on
the empirical resarch. Confidence indicators from the Czech Republic and their role in

macroeconomic modellingg examined, as they have never been subject to empirical

6



analysisin such an extentunlike the other confidence indicators from various
develomd countries. Fdhermore, we examine predictive abilities of both Czech
customer and business confidence indicatmd becauséhe business index has been
globally subject to less empirical scrutiny (based on published results), we also compare
their performancewhich (altogether with Czech data analysis) differensate from

previous research.

The frst part of our empiricalanalysis focuseson the prediction of the
likelihood of economic downturndefined as a discrete eventa logistic model is
applied for turningpoints modellingThe aim of this approach is to reveal whether the
low value of confidence indicators can signalize oncoming economic downturn and how
early such a signatould bedetected.The ®cond part evaluates predictive power of
confidence indicatrs in the framework of vector autoregressiondels.Quantitative
GDP forecastsfrom models enhanced by confidence indicators are compartd
benchmark modelsna additional improvement is assessed. The principal criterion of
predictive accuracy is set tbe outof-sample performance, i.e. forecast accuracy for
the period whicHollows the initial period used for model estimatiofhe underlying
ideais that unike in-sample performance that could be always improved by including
additional variables to the model, eaftsample forecasts are not necessarily better, as

our results will show.

The thesis is organized as follows. The next chapter provides a revieweot
literature with a short historical excursion. Chapter 3 desciibesonstruction of
confidence indicators altogether with initial assessment of their leading properties.
Methodological background for the empirical models is introduced in chagpied dur

empirical research follows in chapter 5. Chapter 6 conclimethesis



2. Related literature

Twenty years ago, in coincidence with the fortieth birthday of the Michigan
index of consumer sentimenthe first index measuring customer confidenCartin
(1992, p. 22)wr o t Gonsumér sentiment is now the most closely watcret
intensely debated indicator of future economic trénden years ago, roits fiftieth
birthday, Gollineli & Parigi (2004, pp1 49) quot ed Curt i nithis st at
statement is still all the more valid and is the central topic of the debate on the
usefulness of sentiment indigel is now 2012 the sixties birthday of the consumer
sentimen index and we can quote these authagmin becaise the debate is still
ongoing Rich evidence on lirkbetween confidence indicators and economic output is
available; we provide only selected articles in this chapter. Howewemgxtensive
metaanalysis would be necessary for an objective literatuhéch is behind the scope

of this thesis.

2.1 Historical contributions

Preliminary attempts to evaluatle predictive power of confidence indicators
dateto the second half of theventieth centuryand are associated with the academic
debate about the usefulness of the first confidendicator.The research began after
the U.S. FED presented figal report on usefulness &f.S.consumer sentiment survey
data in anticipating consumption behaviour with broadiggative conclusions
(Gollineli & Parigi 2004 from FED, 1955).

This conclusion wasleeply contested by George Katona who designedirdie
U.S. sentiment index. In Katona (1957) fmiticizes thec o mmi t t ee 6 s foc
evaluatingthe predictiveabilities of the survey data on an individual level aidothe
c o mmi tcal éoeré-iasterviewingindividual respondents and subsequent validation
of fulfillment of their expectations. To the contrary, Katomauesfor assessing
predictive power on the aggregate level and against reinterviesvateste considers
consecutive sweys with different representative samplies be more satisfactory:
i .aggregative tests may contribute to the understanding of consumer behavior and
may indicate that expectations and intentions are relevant and useful, even if a

reinterview test is notonclusive (Katona, 1957, pp. 44furthermore he emphasizes
8



the importance ofigveys of consumer attitud@s revealingturning pointsn aggregate

consumer demand rather thitwe continuation of prevailing trends

Tobin (1959)and Okun (1960)xontribute largely to the subsequent debate
Tobin (1959pp.) def ends tdei rcilodomot sed hove thespredictive
value of these data can be adequately appraised without confronting the attitudes and
intentions of individual households with thecord of their subsequent behaviio
supportthis opinion he carries oua microscopic study of the correlations between
attitudes of interviewed households and their subsequent economic behaviour. Tobin
(1959, pp. 1) i Bhe ml@ance af Suchaaitedt totthe geadrahquastion i
of the predictive value of consumer attitude and intentions seems to regidetfto
and concludes thdiuying intentions (answers to survey questions regarding planned

purchases)dve predictive values, whilether attitudinal questions do not.

Okun (1960) o | | o w sidedsoabdialth6ugh the name of his papé&falsie
of anticipations data in forecasting national prodube in fact tries to predict only
some parts ofhe gross national producsNP), amory othersexpenditures on cargith
a positive predictive value of consumer survey dataexgenditures onlurable goods
with a negativepredictive value Okun (1960, pp427) comments thaf... divergent
results cannot yield any conclusive findings ...wdeer crosssection results are
relevant and thesepoint uniformly toward a negative evaluation of consumer

anticipations data other than plans to by

However, with incoming computer technologies and tsraent of advanced
econometrianethods, the researolfi confidence indicators became more extendive.

shall therefore onlyocus on selected articleshdished since nineties onwards

2.2 Key paper by Matsusaka and Sbordone

The paper Consumer confidence and economic fluctuatiorsy
Matsisaka& Sbordone (1995ould be considereab a pioneer contributioto the field
of modernconfidence indices researchince its publicationhts article has been cited
by the majority of researchers era@ning confidence indicatorsMatsusaka and

Sbordoneare also the first economists who investigated the link between consumer



confidence and economic fluctuations using vector autoregre§aadnof our empirical
research is also inspired by their proposed methodology.

Matsusaka and Sbordonempirically addressthe relationship between the
questionedJ.S. index of consumegentiment and GNP development and found robust
evidencethat, controlling for effects of other variablegonsumer sentiment caus@s
the Granger sen%e GNP fluctuations. Furthermore, their reported variance
decompositions suggest that consumer sentiment accounts for between 13% and 26% of
the innovation variance of GNRldpends omodel specificationsandthe ordering of

variables.

Moreover, their contribution to that timeast of knowledge is exceptional
because, apart from other succeeding researchiegy, also presenta theoretical
rationalizationfor the confidenc&sNP causality.This theoreticalframework covers
multiple (Nash) equilibria modelsith strategic complementas? In their multiple
equilibria modelthe output responds to economic fundamentals, but additionally, there
can be fluctuations in economic activity as economy shifts between equilibria. This shift
is caused by thechange incudomer sentimentand as Matsusaka & Sbordone
(1995,pp.2 9 7) a pt if peopke expectig tiMes they get them

2.3 Cause and consequence

The idea of cause and consequence of consumer confidence and economic
output is difficult to disentanglédowever,someeconomistsrted to untie this Gordian
knot using rationalizations based on economic thedgtter (1999) providesan
alternative theoretical justification for a causal lllétween confidence and outghan
Matsusaka & Sbordone (1999He examinesasymmetries over the business cycle
during the Great Depression and develapational expedtions modelvhich reveals
that asymmetries amdriven by fluctuations in the confidence of investdfiareover he

discusses the role of government during thatiogde and argues that thenept

! For the explanation see subchapté}.9Granger causality

A game t h &oughyy speakingna modlel contains strategic complemeéntarg i f e a
opti mal action is positively correlated with
pp.296)



government interventi@during the GreaDepression which reduced the cal@ince of

investorsarethe most likely explanation.

Unlike using the rationalexpectations model,Chauvet & Guo (2003)
empirically verify theinterrelations between waves of optimism and pessimism and
subsequent fluctuations in economic outputthe framework of multiplequilibria
models They split confidence indicators into fundamental and-foodamental parts
and examine the behaviour ddbmf undament al movements as
sunspotf i n case of cust omer anima gpiriis(fbebusiness a n d
confidencey They reveal that even when the economic fundamentals were s&rong,
wave of pessimism occurred beforeigas U.S. downturns and playadontrivial role

in deepening economic recessions.

Another stream of research triesstmpiricallyexplain determinants of consumer
confidenceTheir results prove that consumer confidence should not be considexed as
completelyexogenous variabl&/uchelen (2004analyses Belgian data and empirically
explains about one half of consumer confidence variance using variables representing
expected economic conditiofexpected incomegnd uncertaintyAuthor proxies these
variables by the consensus of the forecasted real rate of economic growth and by a

measure of the degree of disagreement between forecasters.

In contrast, Ramalho et al. (2011) do mwbve any significant link between
consumer confidence in Portugal ah& imajor indicators of economic performarte
the longrun. However, theyfind evidence for theshortrun relationship between
consumer confidence and economic performance, the entrance in the Euro zone and
electoral circumstanceg&specially the last vaable which is related to election dates is
interesting and proves that not only economic conditions buttlaégaolitical situation

affects confidence of consumérs.

% The erm sunspotis widely used n literature on the multiplequilibria model. Bothsunspotsand
Keynes 6 arfinmaimgyriiss refer to innovations or shocks that are not related to economic
fundamentals such as technology and prefere@@smore information about links between confidence
and sunspots see Harrison (2005).

* Further evidence on this topic is providedHigrdouvelis & Thomakos (2007) who revealatbresting
finding that consumer confidence increase before dates of elections and falls subsequeirtlfzbeth
countries andh the U.S.
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Furthermore, ecentresearchmade by Duch & Kellstedt (2012hdicatesthat
since the wdd economy has become closely interdependent, even consumer confidence
variance is interconnected as they proved on a case @fd@akrance, Germany, and
the LK. Somepart ofthe confidencendex variancestill stays unique for each country.
This topic vas previously examined by Lemmens et al. (20@%) similar conclusions:
shortterm fluctuations in consumer confidence are country specific, but with longer
horizon become much more homogenous and this homogeneity is inversely related to

the economic andultural distancéor European countries

2.4 Literature concerning the predictive power

Majority of thepublished articlesvhich aimed to evaluatthe predictive content
of confidence indicatorseportsimprovement in real GDP forecadty addingsome
confidence indicatorto benchmark GDP models. Researchers use rich variety of
empirical methods for their analysea purely atheoreticalapproachassessg the

predictive power is common to all of them.

2.4.1 Evidence of forecasts improvement

Howrey (2001)empirically examines the U.S. consumer sentiment index over
the long period 19622000 and finds evidence for shoetrm GDP forecasts
improvement compared to the forecasts based on the autoregressive process. However,
Howrey does not take the advantage of such agdotime series and basehis
conclusions on modelhat were estimated over the entire sample pefanhadays,
out-of-sample evaluatioof the predictive power is preferred, as will be discusseabén
methodologicapart

Mourougane & Roma (2003jsea similar methodology for investigatioof the
role of confidence indicators on the European grotimgy compar@ model enhanced
by customer confidence witlhh benchmark ARIMA model. Othe contrary to Howrey
(2001), they apply owdf-sample evaluation catia, namely mean square forecasting
error comparison. Their results also robustly confirnteelusefulness of confidence
indicators for shorterm GDP forecasting in Belgium, Germany, France, Italytaed

Netherlands.
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Golinelli & Parigi (2004)conductedthe broadest research both in terms of
countries involved and methodology uséthey examined indicators from developed
countries all over the world and used botksample and owbf-sample analysis in the
framework of vector autoregression mod@#R). Their findings robustly confirm the
predictive power of customer confidence as a leading or comci@®P indicator,
depending orcountry: leading in Australia, Canada aexhminedEuropean countries,

coincident in the US and Japan.

Research made by Tiay & McNabb (2007)methodologicallydiffers from
others.Apart from standard VAR forecasts they define economic downturns as discrete
events and model probability dtiture downturn occurrengefirstly with potential
leading indicators and theheyalsoinclude confidence indicatorsThey conclude that
for examined Western European countries eitther customer confidence othe
business confidence indicator add additional predictive powethe modeland
therefore could be considered as significant radpcting downturns based on in
sample evaluation)Their atypical method inspirethe first part of our empirical
research.

Usage of both types of confidence indicators, business and consumer, in
assessing predictive content is rageonomists in most cases focus only on consumer
confidence.We can only speculatabout reasons for thamaybe because of stronger
historical traditions. However, even business confidence indicat@ysshow predictive
power, aswas proved for exampldy Santero & Westerlund (1996In their research

thebusinesgonfidencendexevensignificantly outperformshe customer index.

2.4.2 Evidence against forecast improvement

Finding evidence(in recent literatureagainst predictive power of confidence
indicators is much more difficult. Still, we should avoid imposing premature
c onc | u s ialbrasearcherslcanfirni predictive ability of confidemce because
have to consider possible publication bias, i.e. higher chaémaeresearchwith
significant resultsonfirming predictive powewill be published Since we do not have
evidence of articles refused by economic journals, we cannot rigorously assess the share

of evidence pro and cdorecast improvement.
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Instead, we look more carefully on results of pul#is papers, because
sometimes when authors conclude that they proved predictive power of indicators, it is
true only partially- for some models or some countries and the opposite is true for the
rest. This stands for example for Mourougane & Roma (2008) ed not confirm
improvement in forecasts using confidence indespain Golinelli & Parigi (2004)
whose oubbf-sample forecasts for Japan were worse after adding confidence or
Taylor & McNabb (2007whofit alarge number of models, conclude posityyéut in
30 cases out of 63 some confidence indicateerenot significant predicta of an

economic downturn.

However, some articles with negative results are avail&@aéhelor & Dua
(1998) objectively report that customer confidence would have bleelpful in
predicting 1991 recessidn the USA, but the results dwt generalize to other years.
Al-Eyd et al. (2009)find the predictive role of confidence indicators for future

consumption in the U.S. to be rathesak’

2.4.3 GDP nowcasting and leading indicators

Some relatively new articles are dedicated to recent phenomena Galied
nowcastingNowcasting refers to forecasting current economic situation, i.e. computing
early estimates of current quarter GDP. Nowcasting is necessary ®&Rabsestimates
are published only quarterly and with more tisanweeksof delay after the end othe
particular quarterConfidence indices are especially appropriate for GDP nowcaatng,
they are published regularly on a monthly basis, are avagalte end othe particular
month and unlike GDRhey are not revised afterwardgvidence orthe useof VAR
models withconfidence indicators for GDP nowcasting can be found for example in
Giannone et al. (2009)

Furthermorethere is literature examimg the role of leading indicators for GDP
nowcasting or shotierm GDP forecasting. Another methodology is typically used:
large datasetsncluding confidence indicatorgre employed and various factor models

® Other evidence of the use of confidence indicators for consumpmtiendsting is not discussed, as it is
not aim of this thesis. However, positive results could be found for example in Ludvigson (2004).
® Source: Angelini et al. (2011)
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are used to deliver more precise estimatesthef current GDP. The forecasting
(nowcasting) power is typically not assessed for individual variables, but for a model as
a whole A typical example is Angelini et al. (2011).

2.4.4 Evidence from the Czech Republic

Finally, review ofevidenceegarding Czech datemains Let 6 s di gr ess
topic at first. Lubord M1 | 2006) in his bookEconomics of trust and common good
concerns confidence from the institutional point of view. He specifies the meaining
confidencea s a g e n tnshé debempmere éf e economy as a whole.

The empirical evidence purelgn Czech confidence indicators abilities is
limited. In fact, we know only about two authors who examined this issgeeFi ( 201 0)
and Hor v 8Fidhe r( 2(GAs@BsQ(qamong diers) the link between Czech
confidence indicators an@zech GDP using Granger causality in a VAR model. His
results regarding Granger causaligping from consumer confidence to GDP are
ambiguous: causality is proved only for some modetsrestingly,causality from GDP

to consumer confidence has beehustlyproved as sigfiicant

Contri buti on dsfmorélelevens forfour (ege@rdmZactone of
our empirical parts is based dhe Horvg tbls e mpi r i c al mod el and
Ho r v (&al2) examineswhether Czech confidence indicator®ither customer or
businesys improve shorterm Czech GDP growth forecasts. The evaluation is done by
comparison of oubf-sample mean squares forecast errors fadmanchmark model and
enhanced modelddis analysis reveals contemporaneous correlation of confidence
indicators and real GDP growth, but the models enhanced by confidence indicators fail
to improve GDP forecasts comparedhebenchmark VAR radel. On the contrary, he

provesthat adding credigrowth significantly improves GDP forecasts.

The stream of Czech literature regarding stemn forecasting of GDP using
composite leading indicators, which ofteansists of confidence indicagris much
richer; however their forecasting results sliyghdiffer. Cz esanl and Je S§bkc
construct leading, coincident, and laggicomposite indicators for the Czech Republic.
Confidence indicators are not part of any proposed composite index, but the authors

recommend considering incorporation of tGBzech composite confidence indicator
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(composed of both business and customer confidendbed@zech Statistical Offige

CZSO tothecoincident compositandicator.

Pogt a a n(A011Y@hseuct twesonposite leading indicators with three
months andive months leadsBoth leading indicators are solely basedtloa CZSO
business confidence indicator; the one with the lead of three months contains
information from all business sectors and the one with the lead of five months is based
on confidence fronthe industry sector only. They conclude thaith indicators show
ability to predict the key turningpoints in the economic cycle anekhibit high

correlation with the relative cyclical componentGDP.

Arnog t oet &. (2011) used CZSO confidence indicators (business, customer
and compositeps three of many other monthly series incorporated (using different
methods) into six models designed ftwecast GDP Authors consider & the most
successfumodelthe modelcompiled of standard principal components of all monthly

series The forecast accuracy dfis model is the best up to thrgeartersahead.

SvatoR (2011) constructs leading indic:é
five months, four months, and threeonths (respectivey) leads The five months
leading indicator contains among othéne CZSO business confidence indicator (part
from industry confidence) and four and three months leading indicators con#igt of
composite confidence indicator amongethCo mpar ed t o Arnogtovs§

reportsone-quarterahead GDP forecasts to be most accurate.
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3. Confidence and leading indicators

This chapter familiarisereaders witithe concept of measuring confidem and
outlines the tough beginning when confidence (or sentiment)indicatos were
considereduselessin contrast tot oday 06 s ti me whenfarecannf i den
important part of the information system used at EU level to monitor economic trends
and belongo the priorities for the area ahacdoeconomic statistics ( Czech St at i

Office official web page}.

Description of confidencendicators construction followssourcesfor this part
are mostly official methodogical web pages of the OECD database #mCzech
Statistical Office (CZSQY General poperties of economic indicators are imtnoed
andinitial exploratory analysis of confidence indicatoreamsecutivelycarried outand

discussed.

3.1 Brief history of measuring confidence

fiThe index of economic sentiment appeared on the edorsmene almdsby
chance 6 T h a tGolinedli & HParigi (2004 pp. 149 describethe beginnings of
confidence measuremerit. was in the USA, 1946 and the University of Michigan
initialized theeconomic behavior research, as a pathejpostWorld War 1l recovery
program. The aim of this research was to reveal tlenexpectationsof consumers
form their spending and savings. This taskas assigad to George Katona, a
Hungarianborn American psychologist and economatthe Survey Resedr Centre
(SRC)andthe research wawiginally funded by the Federal Reserve Board.

As Curtin (2003) statesKkat onads confi dence measur e
measure the expected changes in income l@damed itficonsumer confidence
indicato. Later, it covered boththe expected level rad the expected variance of
income and Katona rename the indexitonsumer sentimemit Since 1952 the index

waspublished regularly on a monthly basis.

" http://www.czso.cz/eng/redakce.nsf/i/business_cycle_surveys
8 http://stats.oecd.orgind select Composite Leading indicatbisformation; and
http://www.czso.cieng/redakce.nsf/i/business_cycle_surveys
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In 1955, the Board of Governors appointed a committee calledSmithies
Committee)t o eval uate whether the surveyods da
val i d. The committeeds negat irveygwas deeptyl usi o
contested by Kana (1957, pp4 0 )Two ofithe reports contain extéwes discussions of
survey statistics which call for some commeihe debate that followed ithe fifties
and sixtieseven morestrengthenedhe generalopinion that the survey is useless the
aggregate levelSeefor exampleT o b i n (1 9 5If9Katona pelieve8 he: hasii
observed that changes in an attitudinal index lead changes in expenditures on durable
goods, he has not based this belief on any rigorous statistical &stjardles®f the
negative opinion of mainstream economists the SRC contitmerbllect data and

publish the customer confidence indep to the preseht

Over the yearsthe opinion on confidence surveys changed rmode countries
started to measuréeheir own confidence (sentimenijdices. Nowadays, consumer
confidence surveyp ased on Kat o rae degulanyednductet inlablepst
forty-five countries(Curtin, 2007b)and moreover, the procedure of conducting the
surveys and transformations into numeric values has been for many countries
harmonize under the patronagg OECD.The harmaizationis strongest in the EUt
started even before the EU was established, in January 1985 (for 9 EU countries, while

the rest were gradually incorporatepl to present’

Although the surveys for all EU Members are still carried oatthenational
level by local offices, they are nomwanaged by the European Commissibhe OECD
reports that customer and business confidence indicators in the BEillyaommparable

across these countriés.

The Czech Republistarted to measurdeusiress confidence relatively early, in

1993. On the other hand, the poll for customer confidence was not carriechtdut

° The exact starting dates of availabilityeaas follows: January 1985 for Belgium, Denmark, France,
Germany, Greece, Ireland, Italy, Netherlands and UK; January 1986 for Spain and PNdugaiber of
1987 for Finland and since nineties afsastria and Sweder.uxemburg and then the new EU memshe
Source Hardouvelis & Thomakos (2007)

% For more informationeehttp://stats.oecd.org/index.aspx?queryid=2a6é look for Information
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1998.In 2002, the sector of services was added to the business confidence iradidator
after some adjustments along the EU lines ii(Ghe methodology of indices

compilation stayshe sameup to now.

3.2 Czech onfidence indicators compilation

There are three types of confidence indices in the Czech Rephlellmusiness
confidence indicator (BClthe customer confidence indicator (CCIl) and the composite
confidence indicator, which is a combination of the first two. Because we want not only
to assess the predictive power of both business and customer indicators, but also
examine the different forecastjiproperties of these two, we will not use the composite
indicator as it does not carry any additional informatmart fromthat contained in
BCl and CClI

Confidence surveys are completed by the Czech Statistical Gifid¢éhe poll
for customer confidese isorganisedn co-operation witha specialized market research
company Gfk-Praha Results are published regularly on a monthly basis, usually within
the last week of the corresponding month and there are no revisions afterwards. These
two fack offeragreat advantage over standard measures of economic activity like GDP,
which is publishedonly quarterlyand with a significantdelay and later is subjetd
significant revisionsseeFigure3.1

Figure 3.1: Revisions matter- GDP gap estimats using Hodrick-Prescott filter
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3.2.1 The customer confidence indicator by CZSO

The survey is based onre@presentative random sample of respondents from the
whole Czech Republic aged-¥9 years. Every month, the sample of 1000 respondents
is created using the telephone register and respondents are contacted via the telephone.

The response rate is 33%.

The questionnaire is designed to reveal expectations of responaleoisthe

period of next 12 month€ustomers answéour questions regarding:

1. expected financial situation

2. expected overall economic situation

3. expected total unemployménegative relation)
4

. expected savings

Respondents amot asked to providguantitative estimates, but only simpjealitative
information There are six possible answemsuch betterslightly better will remain

unchangegslightly worsemuch worsed o n Ew. k n o

Ans we rmuchobdtted i a meth worse ar e assigned doubl «
fislightly better/worse . T h e wilaemairaunchangedd afid d n Et o h&ve o w
zero weight. The balance is an aggregate characteristic which converts qualitative

answers of consumers injoiantitative ones.

3.2.2 The business confidence indicator by CZSO

Thepoll on business confidence reflects opinions of entrepreneurs and company
managers regarding expectations in their particular business area. The random sample
consists of companies from fosectors: construction (600 enterprisasflustry (1100

enterprises), retail trade (600 enterprises) and services (900 enterprises)

The sample is selected using the public phone regsigare stratifiedon the

size of the enterprise and sector. Thet@ecoverage in construction and manufacturing
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representst least a half of totaurnoverin the sectorand at least one third of total

turnover in retail trade and services.

The questionsare answered bynail, telephone or email. The questionnaire is
designed so that could be quickly completed by compamyanagement the business
respondents choose only from three answiegease do not changeor decreaselt
includes questions on current and expaédtends m their business. The questioaise
specific for each sector:

1. industry demand for products, inventory of finished googhegative
relation),expected development of production

2. constructiontotal demandexpected employment

3. retail trade:currenteconomic situation, current level of inventories, expected
development of economic situation

4. services: current economic situation, demand for services, expected

development of demand services

The confidence indicator for each sector is constructechrasverage of
seasonally adjusted wei ghktosmdq ufibtued 8kn3
Czech).This balances a differencebetween responsescrease(+) anddecrease(-)
expressedh percentsThe data argveighted in industry tradeand serviceshe weights
arerevenuesnd n the sector of constructidhe weightis thebuilding production(For
guestions regarding employmetite weightis the averagenumber of employeés
Finally, the business confidence indicator is a weighted average ofnsdlgsadjusted
confidence indicatorfor all surveyedsectors

3.2.3 Confidence indicators by OECD

Because the confidence indices h&e=n recognized as an important part of the
EU information system used to monitor economic trenkds methodology of national

surveys has been harmonized by the European Commission tinedeatronage of

1 The survey covers 55% of total employment and 55% of total turnover in the construction sector. In the
manufacturing sector it is 55% of total employment and 65% of total turnover. The coverage of the retail
sector is 25% of total employment and 33% aédlteurnover. The survey covers 27% of total employment
and 43% of total turnover in the services sector.
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OECD. The OECD database now coweconfidence indicators from 36 countries all
over the world and 6 blocks of countries (for example G7, Major Bsia or Euro
area) CZSO provides the data to OECD databasevell;the OECD and CZSO time
series slightly differ due to the different method of seasonal adjustment and

standardization.

The main advantage of the standardised OECD busiaess customer
corfidence indicatorss that they are&eomparable across countries. Comparability has
been achieved bsurvey harmonizatigrandalsoby smoothing, centring, and amplitude
adjustingof these serie¥* The OECD has decided fix 100 asthe mean of the OECD
standardised BChnd CCI Therefore 100 represent the lotegm average, or normal
situation, and is notteched to a specific base year, the contrary to the CZSO

methodology, where the base year 2005=100.

The resulting OECD and CZSO time seriesBfEl and CCI areplotted in
Figure3.2 andFigure3.3 we can se¢hat both pair®f time series areomparable; they
differ mostly in smoothness and scalée coefficient of correlation for BCl by CZSO
and OECD is 0.87 and for the two CCI time series is even 0.98.

Because both OECD and CZSO confidence time series are results ofssurvey
carried out by CZSO and differs only in adjustments and standardizations, which was
confirmed by very strong correlatioretiveen them, we have tip@ssibility to choose
only one of them for our empirical analysi§e decided to enable easier comparisbn o
our empirical results within other countries and therefore we use only OECD BCI and
CCl series for our anal ysis. Since now

confidence indicators fromthe OECD database.

2 From June 2010, the series are smoothed using the Heehésicott (HP) filter, with cycles shorter

t han si x mont hFsrtherneorethesserigsaré wormhblised by subtractinbe mean of the

series and then dividing this difference by the standard deviation of the series. After normalisation, they
are amplitudeadjusted to the detrended indices of GDP, used as proxy measures of the lnysieess

and finally centred around 100For more information see the document available at
http://www.oecd.org/datacecd/3/22/45430429.pdf
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Figure 3.2: Comparison of BCI by OECD and CZSO
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Figure 3.3: Comparison of CCIl by OECD and CZSO
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3.3 Economic indicators

We shall(seemingly)digress from the topic of confidence indicato®~ and
devote following paragraphs gconomic indicatorsGenerally speaking,naeconomic
indicatoris any economic stagtic which indicatesstateof the economy, for example

unemployment rate, industrial production or stock market prices. Each economic

13 Gretl is an opersource free statistical software aghile athttp:/gretl.sourceforge.net/
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indicator purveys specific informatioand they differ inthree important attributes:
frequency of the data, relation to business cycle and timing.

Frequency of the data reflects how often figures are released. GDP, one of the
most important indicators of the economic activity is published quartehiye many
others indicators are released monthly. Some financial indicators such as interest rates
areavailable on a daily basis and for example the Dow Jones Index is changing every
minute. It is important forour hypothesis regarding predictive power of confidence
indicators, that confidence indicators are released at the ernldeaforresponding
month, so they may immediately reflect tlthangs in the economic situatiorunlike

GDPwith its quarterly frequency and long publication delay.

Accordingto the relation tothe business cycle we divideconomicindicators
into three categoriegrocyclical (pogtive correlation withthe economic situation dhe
reference variablejountercyclical(negative correlation witthe economic situation or
the reference variable) andcyclical (no relationship). As will be graphically shown
soon, confidence indicatordearly belong to the family of procyclical indicators with

GDP asareferenceseries

Finally, timing of economic indicators is the most important attribute for our
research.We recognize three types of indicatotagging coincident and leading
indicators and this classification reflexthe timing of their changes relative tbe
economic developmentvhich is inthis thesis represented and measured by .GDP
this respect]jagging indicatorsare those which changdter (with some delay$sDP
changes or in other words their current value is relatedpast GDP value (GDP lag).
A lagging indicator is for examptbe unemployment rateCoincident indicatorgnove
together with GDP development, the example is the index of industrial praaluthe
most interesting regarding our researchlaaeling indicatorsvhich changebeforethe
economy does. In other words they lead the GBfelopment’ signalize oncoming
changesLeading economic indicators are the most important typedbcy makes or
investors as they help to predict what the economy will be like in the futypécal
exampls of leading indicata are stock market returnss the stock market usually
begins to decline before the economy declines. $aveek al. (2011) confirmed
leading propertiesf various financial variables with respect to the Czech GDP.
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If we want to examine the leading properties of confidence indicators with
respect to th€zech GDRIt will be useful to compare their predictive power wsthme
other leading indicatof-or this purpose we choo#tee onlypublicly availableindicator
designed to behe eligible leading indicator for the Czech econontge OECD
Composite Leadingndicator for the Czech Republi¢instead offiCLIO we will use

comprehensiblabbreviatioiLEAD 0 for this indicatoy.

3.3.1 The OECDComposite Leading I ndicator

fiTheOECD system of composite leading indicatera s devel oped i n
to give early signals of turning points of economic activity. This informationgsrogé
importance for economists, businesses and policy makers to enable timely analysis of
the current and shoferm economic situatiod (OECD official materials by

Gyomai& Guidetti,2008 pp. 3)

The composite leading indicator is a time semesnposedf (as its name

suggests) ovar i ety of economic indicators whi

leading relationship witlther e f er enc e s er i elsdusw@idl praductom i n g
(IIP) up to March 2012 was used a reference series, since tl@DP isthe reference
series™ LEAD is designed to provide qualitative information, especially at the turning
points, rather than quantitative estimates. OECD states that turning points in the
detrended reference series have been found about 4 to 8 monthhafsegnals of
turning points havéeen detected by LEALFigure 3.4 nicely illustrates its leading
properties for the OECD area.

* The methodology of LEAD composition is complicated and is not discussed here. We recommend the
readers interested in details to go throddte OECD Handbook on constructincomposite indicators:
methodology and user guidehich is aailable onlineat
http://www.oecd.org/dataoecd/37/42/42495745.pdf
!5 For reasons and details about this changevsev.oecd.org/dataoecd/35/27/49985449.pdf
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Figure 3.4: OECD area Composite Leading Indicator and economic activity
(long-term trend = 100)
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For the examined period 19992010'° the composite leading indicatéor the

Czech Republic containegde following component series:

. finished goods stocks in manufacturiig balance)

. selling prices in manufacturing: future tender{gfy balance)
. consumer prices: future tenden@®g)

. share price index P2%0 (2000=100)

. total retail sales(volume, 2000=100)

o g A~ W N PP

. monetary aggregate M@ZK)

The fact that during the desd period LEAD did not consistf either the
business confidence indicator tine customer confidence indicator gives us great
possibilities for our empiricanalysis We will usethe composite leading indicatorot
only for comparison purposésit also we will include both LEAD and B@dr CCJ) to
one GDP modeand evaluate the additionptedictive powercarriedby BCI (or CClI)
above information contained irthe leading indicatar The changes in LEAD

composition for the Czech Republic introduced in April 2012 will be provided in the

'® The period 1992010 is used for our empirical analysis.
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conclusion. However, firstly we have to investigate whetherCzech confidence
indicatorscould be considered as leading indicatudrall.

3.4 GDP and leading properties of c onfidence indicator s

The simplest way how to examine leading propertiesCoéch confidence
indicators regarding GDR to compardime serieplots andapplydesciptive statistics
like crosscorrelationsof confidence indicators andsDP. Data used for empirical
analysis will be described idetail in section5.1; A sufficient informationfor this
exploratory analysis ithat we compare data for the Czech Republic: BCI, CCI, LEAD
and quarterly GDP growth for the period 198®10.

Figure 3.5: BCI, CCI and GDP growth time series
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Confidence indictors are plotted together with GDP growth kiigure 3.5. The
values of bth business and customer confidence indicas@em toreflect the
economic conditionslow values in 1999 followed by sharp growth and consecutive
decline at the beginning of millennium, Gteady growth in mi®000s corresporsto
solid economic growth experienced in that periddncoming depression was
foreshadowed by BCI development, which started to slightly dealreadyin Q22007
and significantly fall after Q2 2008 Cl descent stggd in Q2 2008 as well, still one
quarter before sharp GDRgrowth fall to red numbers which occurredter Q32008.
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On the contrary the period of recovdasted longer for BCI then for GDHhe last
developments interesting business confidenas deceasing but it is still much more
optimistic than customer confidence whishin Q3 2011 approximately at the same
level asduring the financial crisisWe can only speculate whether this lower value of
the CCIl compared to the BCI could be caused alsthdolitical situation.During the
periodQ12011-Q32011 (period for oubf-sample forecasting, grey bar) GIQRarterly

growth reachethezero value again.

When we look afFigure 3.6, we can see thahe composite leading indicator
poorly anticipatesGDP developmenthowever, befa the depression LEAD sharply

fell even before 2008 and correctly signalieeloncoming crisis.

Figure 3.6: LEAD and GDP growth time series
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Business confidence is slightly more volatile than customer confidence during
19992010 (BCI variance is about 14% higher than CCI). Thiscctal interpreted as
higher economic perceptiveness of business responddrable 3.1 reveals
contemporaneous correlation among variables: All indicatorspeoeyclical which
means positive correlation with  GDP growth. The business confidence indicator
exhibits thehighest coefficient of correlation with GDP (0.73) ahdre is even higher
correlationbetweenBCl and LEAD (0.76) which may foreshadow common leadi
properties. SurprisinglyCCl correlation coefficierst with other variables armuch

lower (0.38 with GDP) and even BTICI correlationis not strong (0.44).
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Table 3.1: Correlation matrix

LEAD CCI BCl GDP_GQ
GDP_GQ 0.3560 0.3848 0.7329 1.0000
BCI 0.7555 0.4418 1.0000
CCl 0.3417 1.0000
LEAD 1.0000

However, crosgorrelationsof GDP with lagged indicator valuewhich reveal
whether GDPis more correlated with lagged, curreot lead values of indicator
variables are more interesting for our analysi8Ve define crossorrelations as

corr(GDPgrowth, indicatqr;) and informally assss the indicator as leadingDP

growth if its correlations arsignificantfor i <0 (i.e. past values othe indicator are
correlated with currenGDP or in other time perspective current indicator values are
correlated with future GDP valued.ogically, the indicator is lagging the opposite is
true- correlations are stronger foi >0 (i.e. significant right part of the

crosscorrelogram).

Figure 3.7 depicts crosgorrelogram for GDP and BCFour lags(four past
quarters)of BCI are significantly correlated withthe current GDP growth value
(compared tawo significanti=1,2A lsay, t her ef or e wealeadmy cons

indicator. Howeverthe contemporaneous correlation is still the strongest

Figure 3.7: Correlations of GDP growth and lagged BCI
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Source:own calculations irthe Gretl software
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Crosscorrelations for CCl and GDP growth are given Figure 3.8. All
crosscorrelations are weaker in case of CCl compared to BCI, and only two past lags
are significant, but leading attributes still predominate lagging attributes. Again, the

strongest i€ontemporaneous correlation.

Figure 3.8: Correlations of GDP growth and lagged CCI
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Source:own calculations irthe Gretl software

Figure 3.9: Correlations of GDP growth and lagged LEAD
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Compared tcc on f i d e n c eesultsnLEADcexHibis apard from leading
properties also the ability to lathe GDP growth (Figure 3.9). Interestingly the

correlation of current GDP with future LEAD values is negative. This may signalize not
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the lagging attributes, but the cyclical structuréhefcomposite leading indicator: it is
desgned to lead the cycle; therefore negative correlation reflects business cycle
development from economic growth to decline

This simple exploratory analysis confirmed that both confidence indices are
contemporaneously correlated with reference GDP growtless and exhibit some
leading patterns. Fahe business confidence indicatbe evidences stronger than for
customer confidence indicator. Moreover, we identified cyclical propertiethef
composite leading indicatoHowever,the informal assessmeatf Al eadi ng patt
only an initial result of our analysisConstruction of drmal models, forecasting

exercises and predictive power evaluation follow.
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4. Methodology

This chapter provides methodologidahckground forthe empirical models
introduced in the next chapter. We use two methodological approaches for our analysis:
logistic regression and vector autoregressieollowing paragraphs descrileach of
them; more emphasis iglaced onvector autoregression, as undansting of this
comprehensivemethod is necessary foinsight to theempirical analysis. Logistic
regression is used in a more straightforwasy, therefore onlya description of key
concepts follows! The kst section of this chapter is devotedfaoecas evaluation
methods Readers having fair knowledge of logistic regression and vector
autoregressiomre encouraged to skip #estwo sectiors to 4.3 Methodsfor forecasts

evaluation where standard procedutegether withonerecentconceptareintroduced

4.1 Logistic regression

Logistic regressiors a type of regression model used for predicting outcome of
a dichotomous dependent variable, i.e. variable with only two possible values: 1 or 0O,

based orone or more predictor variabldsogistic regression is also called tlogistic

modelor thelogit model*®

4.1.1 Construction of the logit model
We define a latent variablg * which we cannot observe amdich determines

thevalue of y.. What we observe ithe value ofy, :

1 ify *>0
P = . (4-1)
0 otherwise
We would like to model this relationship:
Y*=Xp+s (42

" The detailed description of the logistic regression could be found in any standard ecioriextewok,
for example Maddalé2001).
8 The logit model was firstly introduced by Joseph Berkson in 1944,
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Becausey, * is anunobservable variable, waodel y, instead.Theway how to
model a binary response is to trans¥g into a probabilityWe usea function F such

that:

prob(y =1)= F(X /) (4.3)

A natural choice of a functiofr that transformsX g into a number between 0
and 1 is a distribution function or a cumulative densli\sing standard normal
distribution would lead to the probitodel’® In the probit modelwe assume that in
equation(4.2) follows standard normal distributiomn case of the logit model the

logistic distributionA is usednsteadof the normal distribution

R = prot(y =)=ACXp)=1 0 @4
Hence
AXB)
In - AXf) =X/ (4.5)
And
P Kk
In [ﬁj =By + JZ; Bi%, (4.6)

whereipis called theodds ratio The logodds ratio isa linear function of

explanatory variablesVe can also compute the odds ratio for one iagiteasen x; ; it

could be easily proved that it equaﬂxp(/Ej ).

In the logit model the error terms follow what is called an extreme value

distribution?® The logit and probit functions are showrFigure4.1:

' The main difference between the normal distribution and the logistic distribution is that the later has
more weight in the tails. Therefore, gated in Maddala (2001), we are not likely to get very different
results using logit or probit method; unless the samples are large (that means enough observations at the
tails). However, the estimates of predictors from the two methods are directly edshepanly after the

certain transformation. For more information see Chapter 8 in Maddala (2001).

% For a discussion see Chapter 24 in McFadden (1984).
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Figure 4.1: The logit and probit functions
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The logit model is estimated bthe maximum likelihood method and the
standard output from statistical software packages includes also the values of the log

likelihood function as it iterates to its maximum.

4.1.2 Logit model accuracy

The likelihoodrationtest isa general method of testing model assumptions. We
will use it asan analogy to joinE-test used irstandardegressioa The test compares
the value of likelihood function for unrestricted and restricted nspdehere the
restricted model has all regressiopefficients set to zero. The null hypothesis of this

test is that the restricted model is true.

The conventional measuref goodness of fit, B is not appropriate when
assessing the performance of logit models, whieeerespons&ariable y takes only
two values. There are several-fgpe measures that have been developed for models

with qualitative dependent variables; from this family of tests we willMiseFad d e n 6 s

R
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Mc Fadd?e:n{)l—nsi (4.7)
In L

where L ;and L,correspond tdikelihood functions ofthe unrestricted (full)
model andthe restricted (only with intercept) modelespectively If comparing two
models on the same tdavalue ofMcFadden's would be higher for the model with the
greater likelihood.

Another type oimodel accuracy measure is the proportion of correct predictions.

If the predicted probability of anutcome is greater than 0.5, thg =1 andotherwise

y=0. Count R is definedas:

number of correct predictior
total number of observatior

count R =

(4.9)

Obviously the higher count®Rhe better the fit of the model.

4.2 Vector autoregression

One focus of maoeconont modelling is tomodelinteractions among different
economic variables. Such macroeconomic models often consist of more than one
equation and thereforeequire more complicatednalytical methodi multivariate
econometric modelsln this subchaper we introduce a methodologicalframework
called vector aitoregression(VAR) which is the key modelling approach multiple

time series analysis.

As Enders (2010) statethere are two important difficulties involved fitting a
multivariate model.The first problem is achieving parsimony in model fitting. It is
obvious thatparsimonious model is preferable to an overparemaett model As the
economicdatasets are usuallglatively small,estimating an unrestricted model may
significantly decreasdegrees of freedorand make the forecast useless. Furthermore,
when insignificant coefficients are incl ui

forecasts isigher.

2 Daniel L. McFadden is an econometrician, who received the shared Nobel Memorial Prize for
EconomicSci ence in 2000 (with James Hdis Henetopment ofMc Fa d d «
theory and methods for analyzing discrete chiviSeurce http://www.nobelprize.org.
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The secondlifficulty concerns the assumption of no feedback from one variable
time sequence to another. Although certain economic modelsassayne that policy
variables (such agovernment spending) are exogenous, ttstite may be feedback
such that the policy variables are set with specific reference to the state athdr

variables in the systerh there may be problem of reverse causality.

Until VAR was firstly introduced byChristopher A.Sims? in his paper
Macroeconomics and RealitgSims, 1980) macroeconometric hypothesis tests and
forecasts were conducted using lasgale nacroeconometric modelklsually, ad hoc
behavioural assumptions and restrictions were imposea aodhplete set of structural
equations was estimated, one equation at a time. Then all equations were aggregated in

order to form overall macroeconomic foreta

Sims (198Q pp.14) criticized such multiequation models for the ad hoc
restrictions needed for identification and for the ad hoc classification of exogenous and
endogenous variables in the system. Insthaduggested VAR models for forecasting
macio timeseries: fiBecause existing large models contain too many incredible
restrictions, empirical research aimed at testing competing macroeconomic theories too
often proceeds in a singler fewequation framework. For this reason alone it appears
worthwtile to investigate the possibility of building large models in a style which does
not tend to accumulate restrictions so haphazardly. ... It should be feasible to estimate
large-scale macromodelsas unrestricted reduced forms, treating all variables as

endogenous

Since publication of the Sim® famous paper in 1980VAR modelling has
become thestandard empirical method for evaluating the properties of macroeconomic
systems Nowadays we apprece&tVAR as a simple but powerful statistical tool that
enables us to describe causalities in data, make forecasts easily, analyse structural
inference, reveal the business cycle alignment or perform policy anaysesof the
main criticisms towards the VARnethodology is that, due to degrees of freedom

231 years later, in 201G hristopher A. Sims received the shared Nobel Memorial Prize for Economic
Science with Thomas J. S a fomtleeir empifichl eegeargheon eausa and r d e d
effect in the macroeconomySource http//www.nobelprize.org
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considerations, it allows only a limited number of variables to be included in the model

specification

Fromadifferent perspective, we can loakVAR models as multiple extensions
of univariate BoxJenkinstime series models; with the difference that instead of being
parsi monious, VAR mod el proflgatetypafameterizech.i dl roy
the following paragraphs describing VAR models we will use mostly information from
Enders (201&8L earnndl K(02| 0eOn7d) .

4.2.1 VAR in general

VAR is a linear multivariatesystemwith n equations anah variables in which
each variable is explained by its past values {bégler) and current and past values of
the other variable@f p" order) All variables ardreated symmetrically as endogenous
but the model may also include exogenous variables like constants, time trends or

dummy variables.

4.2.2 Structural and reduced form of VAR

Consider the simplest VAR) mode] with only two variables interaictg with

each otler:

Ye=Ro—Roz+7uY FrZ e, (4.9)

=B =B Y+7u Y 1t 7 0 HEx (4.10)
where thefollowing assumptions holdy, and z are stationary time series and

¢,.and ¢, are mutually uncorrelated whiteise disturbances with variarsce? and

o? respectively. Equations (4.9) and (4.10) constitute a firsbrder vector

z

autoregression, because there is only one lagged value of each vahabéeructure of

this system includes feedbadkecausey, and z are allowed to affect each other,,
and ¢, are shocks (or innovations) tg, and z respectively and if b,is not equal to

zero, ¢, has an indirect contemporaneous effectypand if b,, is not equal to zeras,,

1 ¥zt

has an indirect contemporaneous effect DnAs there are correlated variables with

are not equal to zero, the system

error terms, becaus®th cov y,,s,, andcov z .,

zt

yt
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is not in a reduced form. However, it is possible to transfer this structural form (also
calledprimitive forn) to the reduced form VAR (also callsthndardform). The model

can be rewritten ira matrix form with current values on the left hand side of both

equations:
N S B R
b, 1]z b, Voo Va2l 41 Ea (4.11)
or simply
B =T+ X +& (4.12
where

o 1)zl

1ﬂl:|:7/11 712] gt:|:8yt}
Vo1 Va2 &4

By multiplying (4.12) with B™we obtain the VARL) model inthe reduced

form:

X=~A+AXx, +¢€ (4.13)
where A =B'T,, A= BT,,and g = B'¢.This model can be rewritten
without matrix notation in the equivalent form:
Ye=8ota: ¥ .+ a2+ § (4.14)
L=t A Yt &gt § (4.15)
Let s f ocus ga@amde@mowr Tthese drrerrtenms are composed of

two shockse,,and ¢,,. Sinceg = B's, we can computthe & matrix as:

HERH
Ex 1_b12b21 _b21 1 Léa (4.16)

38



E . — E . — &
where g, = e

1-b,b, T 1-bb,

be whitenoiseprocesseshoth e, and e, have zero mean. The vamce of the error term

. Becauseg,and ¢,,are assumed to

is time independent

2
vare, - E(gyt —blzsnj _E@-2hs, at B2 _ o quzz a1
1-b,b,, (1-Db,b,) Q- b,b,)
The autocorrelatiosof e, and g, ; are zero:
e,—b.e ), ,—b
Eeq - ( vt by,&,)( yel 2?2%])} _0 fori=0 418

(1_ b12b21)2

Analogically we can prove thae,is a stationary process with zero mean,

constant variance and zero autocorrelatibis.important to mention thaeduced forms

error termse, and e, are correlated:

E[(gyt - blZSZt)(gzt_ bZlgyt)] __ bzzlo-j + b122022
(1_ b12b21)2 (1_ b12b21)2

Only in the special case when there are no contemporaneous effects bgtween

Ee, g, = (4.19

and z, i.e. whenb,, = b,, = 0the shocks will be uncorrelated.

4.2.3 Stability (stationarity) of reduced form VAR
For the autoregressive model AR(Y) =g, + & Y, + &, it holds that this process
is stable if|a1| <1. Analogically we can derive stability conditions for VAR(¥e can

use lag operatoisand rewrite the equatiorfd.14) and(4.15) in thefollowing way:
Yi=a,+a,Ly+a,lLz+ ¢
Z=a,+aly+a,lz+ ¢

It can be proved that after transforming into a stochastic difference equation and

explicitly solving for y, (steps omitted), we get
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_apd-ay)+aantl-ahet &, .
(1-a,L) (- a,l)- a,a,L

The ®nvergence criterion requires that the roots of the polynomiahe

Yi (4.20)

denominatomust lieoutside the unit circlé® Because charéeristic equations are the

samethe same stability conditions hold

There is an ongoingebatewhether theindividual time series employed i
VAR model need to be stationafjrom a statistical point of view, all time series should
be stationary and free of any determimistiend. If this is not thease, time series
should be differenced andtesated with detrended variables. However, Sims (1980)
argued against differencing even if the variables contain a unit root. Accordings$o
the main goal of a VAR analysis is teveal theinterrelations among variables and
continueswith the argumenthat with differencing wamay lose importantinformation
concerning comovements in the datanders (2010) supports this opinion and notes
that the majority view is that the form of variables in the VAR should mimic the true
datagenerating process.

Koheda & L e/rpp.156 méntiodiffe argumenthat VAR models are,
after all, designed to describe the dynamic properties of a sgsteéncan be described
also withl(1) variables or with deterministicgltrending variles. However, their own
suggestiorfis to estimate VAR models with stationary 1(0) variables and to use a VAR
in first differences if the variables are trending or contain a unit root. Only if we
investigate the cointegration of the I(1) variables then we should leave the eariabl

levels, because a VAR in first differences would be a specification error in this @¢ase

The answer to this sjputation is not clear. Borys et §2009 pp. 43) agree
with Sims(1980) do not differencenon-stationary variablesn their analysisard
concludefiwhat matters for the robustness of the VAR results is the overall stationarity
of the system. Only if the stability condition is ensured, the impulse responses functions

are robust and interpretable

% We can derive identical conditions also by iteratihd4) backwards.
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4.2.4 Estimation

The main goal of Boxlenkinssingle equation models(toregressive moving
averagg is to providea parsimonious model. Therefore the most accurate short term
forecast is done by eliminating all insignificant paransfierm the model. On the other
hand, Simg1980) criticized imposig ad hocidentification restrictionson parameter
valuesand for the multiple equations modelse suggestedan alternative estimation
strategy. The ariables included in a VARreselectedaccording taa relevant economic
model and the lag length is chosemfter considering results from lag length $est
(discussed below) here is no attempt to eliminaaanumber of parameter estimates. Of
course, VAR will be overparametrized and sopsrametersamay be insignificant;
however, the main goal of this methddrevealing important relationship among
variablesi will be more likely achievedomparedvith losinginformation by imposing

zero restrictions.

Each equation in the reduced VAR system (4d48) can be estimated using
ordinary leastsquares QLS) method Even thoughthe errorsare correlated across
equations, seemingly unrelated regressions (SUR) do not add efficiency to estimation
procedure because thght-handside variables are identical in all equatiofiscording
to Enders (20@) the OLS estimatesare preferred as thewre consistent and

asymptotically efficient.

Structural stability ofthe model could be examined kfte CUSUM test:the
cumulative sum of residuals plotted together with confidence lines (depend on
significance level of the test) and if CUSUMSs stay within these lines, this is evidence
for structural stability ofheunderlying modef?

4.2.5 Lag length

In addition to optimal variable selection itilsportant to propdy chaosethelag
length. One possibility is to allow fa different lag length for each variable in each
equation and estimate-sallednearVAR However, this method is recommended only

if there is a good reason to do so.

4 For details see the original paper by Brown et al. (1975)
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Standard \ay is to estimate the VAR witldenticallag lengtts for all variables
and equationsThe gpropriate lag length is critical, because we have to consider
loosing degrees of freedom. In a VAR model witiariables ang lags we estimate
n+pn’ parameters. & example in a model with 5 variables and 4 lagslose 105
degrees of freedonT herefore it is necessary to considlee number of observations
entering the model together with theg length selection. On the other handhé lag
length is too smallhie model can be misspecified.

At first we choose the maximum number of lags based on degrees of freedom or
the logic béind the modelto capture the system dynamiddhen two diferent tests
could be performed:

a) Likelihood ratio test for crosgquations

Because we consider cresguations restrictionghe F-test is not appropriate.

The likelihood ratio (LR) test is recommended instead. The LR test statistics is defined
as

LR=T(n|Z,|-In|Z,|) (4.21)
where:
T is number of observations

X, ,X,are variance/covariance matrixes of residualghefrestricted andhe

unrestricted model, respectively

In|2|is the natural logarithm of the determinant of the variancef@nwee

matrix
Given the sample sizes usual in economic analysis, Sims (1980) recommended using

LR=(T-9(n[Z,|-In|z,) (422

where cis a number of parameters estimated in each equation of the unrestricted
system.
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Both modifications have a test statistics wait asymptotic;(";_r - distribution

with degrees of freedom equal to the numbgrestrictions in the systenihe null
hypothesis is that the restrict®nhold This test can be used not only for lag
determinatiorbut in general for any type of cresguation restrictiondts dsadvantage
is thatthe likelihood ratio tests based on asymptotic theory, which nragt be very
useful for small samplesypical for economic time seriesn@ requires normally

distributed errors in each equation
b) Tests based on information criteria

Tests based on information criteria (IC) can be used without necessity -of pair
wise conparison.The goal is to minimize ICThe multivariate generalizans of IC are
given by Akaike information riteria (AIC), HannahQuin information dteria (HQIC)

or SchwarzBayes nformation criteria (SBIC)

AIC =TIn|g|+2N

(4.23
HQIC=TIn|Z[+2N In(In T) (4.24)
SBIC= TIn|Z|+ NIn ) (4.25)

where

T is number of observations

N is total number of parameters estimated in all equations

In|Z|is the natural logarithm of the determinant of thesiduals

variance/covariance matrix

4.2.6 ldentification

We have to answer the question howesiimatethe original structural form
(4.9) and (4.10). The structural form of VAR cannot be estimated directly, because
standard estimation techniques require that regressors are uncorrelated with error terms.
In this case crosscorrelations between variables and error terere present

cov(y, £, )# Oandcov(z ,¢, )# C sothe GaussMarkov theoremis violated However,
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the reduced form VAR4.14) and (4.15 do not exhibit crossorrelation andcan be
estimatedusing OLS.

The issue is how to recover the structural form VAR from the reduced form
VAR estimatesBecause the structural model always contains more parameters than the
redwed fom, the structural system is not identified. In our case the structural model has
ten parameters (two intercepts, four autoregressive coefficients feedback
coefficients and two residuals variancesereas the reduced form contains only nine
parmeters (two intercepts, four feedback coefficients and two residuals variances and
one covariance). We can identify such a system only by impesiagterestrictions on
parameters, in this case one. There are more methgidse most common Sholesky
decomposition.

Choleskydecomposition means that we impose restristmncontemporaneous
effect of onevariableon the second variabl&enerally,we have tamposgn®—n)/2
restrictions tadentify the system, whereis number of variables in the systeSince
the Choleskydecomposition is triangular, it forces exact{y’ —n)/2values of B

matrix to be zeroThe VAR system is then callgdcursive Restrictionsshould follow

logic of the economic model.

In our caseve assume thdt,, =0, so z has contemporaneous effect gn but

not vice versay, affects z, only with oneperiod lag. We can rewri{@.11) as

ST A
0 1§z By, Va1 Va2l 41 Ea (4.26)

B™ is given by:

B_lz 1 { 1 blz}:{l _b12:|
1_b12b21 _b21 1 0 1 4.27)

Premultiplicationof thestructuralsystemwith B'yields

{yt:|:|:tl0_ b[zbzo:|+|:711_b12721 71~ by 22}|: Y l:|+|:gyt - Q§zt:|
4 B, Va1 V22 41 &z (4.29)
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Estimating the systemnsing OLS yields the paramegstimates from
Yi=@ota; Y+ a,Z .+ §

Z =85t & Yt & Z4.F €

Finally, these parametestimates can be transformed into struadtparameters

by solvingfollowing equations:
&y, = bo— Byby
a, =7 by
&, = V1~ B o
80 = By
&1 =7
8 =722
Sinceb,, =0, g, =&, - b, ande, =¢,. Hence,
var(g)=o + o
var(e,)=o;
covlg.8)=-ho;

The restriction meathat both shocks:, and ¢, affectthe current valuefy, ,

but onlytheshock ¢, affectsthe current valuef z, .

4.2.7 The impulse response function

Analogically to themoving-average representation of simple autoregression, a
vector autoregression can be expressed as a vector moving average (VIMA).
representation is the essential peEriYAR methodology; it allows tracing out the time

series of responses to variousosks on the variablesn the VAR model. As
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Sims(198Q pp.21) p o i n tTledestodastriptivefidevice appears to be analysis of
the system's response tigpical random shocks,. the resulting system responses are
fairly smooth, in contrast to the aaregressive lag structures, and tend to be subject to

reasonable economic interpretatiord

We can rewrite our twwariable VAR(1) inareduced matrix fornras a moving

average representation in terms of fag} and{e,} :

|:yt:|:|:¥:|+§:|:¢ll(l) ¢12(i.):|{gytl}
Z Z | T 0a() 050)] €4 (4.29)

The VMA representation is a useful tool to reveal the interaction betyverd
z, sequences. The coefficients - impact multipliers- are used to generate the effects
of shok &, or ¢, 0n the time paths of, andz sequaeces.For example,#,,(0)is the
instantaneous impact of a eunamit change ing,ony,; ¢,(1)and ¢,(1)are the one

period responses of unit changes:jp,and ¢,,, ony,, respectively.

The four sets of coefficiengs (i) ,4,,(i),#,,(i) andg,,(i) are calledthe impulse
response function. The accumulated effects of unit responses,am ¢,can be
obtained by the summation of appropriate coefficients of the impulse response

functions. Plotting the impulse response functions (coefficientg, ¢f) against) is a

way how to visualize the behaviour gfandz sequences in responseutuit shocks.

Practically, we cannot compute impulse responses from structural VAR, because
the system is not identified. As mentioned before, we must impa®e restrictions,
e.g. Choleskydecomposition on the system to be identified. The key fact isthieat

decomposition forces an important asymmetry on the system, beegusg, — .z,

and e, =¢,,and therefore ordering of variables in the vector autoregression model

matters.Another key point is that if the system is giaary, the impulse responses

decline to zero.

Impulse responses are constructed using the estimated coeffiSaerds. the

estimates are imperfect, the impulse responses also contam €herefore confidence
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intervals are constructed around impulesponses that allow for parameter uncertainty

inherent in the estimation process.

4.2.8 Variance decomposition

VAR model estimates are often difficult to interpratiotheruseful tool (apart
from impulse responses) is to construct variance decomposition. The forecast error
variance decomposition offers a slightly different method of examining VAR models
dynamics. We can reveal the relationship among vasabléhe systenby looking at
the properties of the forecast error. Variance decomposition gives the proportion of the
movement in the dependent variables that are due to their own shocks compared to
shocks to other variable3his is done by determining how much of stgghgead a
forecast error varianctor each variable is explained by shocks to each explanatory

variable.

If &,,shocks do not explain any forecast error variancihefy, sequence at all
forecast horizons, the, sequence is said to be exogenath respect ta, . In this
case,y, evolves independently of the,shocks and of the, sequence. Thepposite
extreme would be if thes,, shocks explained almost all of forecast error variance.

Then they, sequence would be entirely endogenous.

Normally, a variable explains most @k variance at short horizons and a

decreasing proportion at longer horizove would expect this pattern i, shocks had

small contemporaneous effect yn but affect they, sequencevith a lag.

Again, the identification of the system is neededstrictions must be applied,

thereforeordering of variables in the system mattier variance decomposition.

4.2.9 Granger causality

The concept of Granger causality was firstly introduced by Granger (1969).
Even though his definition of causality is formally complicated, the econometric
application is simple and Granger causality tests are often used in economic research.

The logic beind is straightforward. Under the null hypothesisyphot Granger causing
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z,, the lagged values of, are assumed to have no explanatory power on the current
values ofz, . Or simply sayingGranger causality examines whether the lagged values of

onevariable help to predict another variable.

However, rather than using Granger causality tests, ste¢ focused on
out-of-sampleforecast evaluation of VAR models, as Stock and Watson (2003) show
that insample Granger causality tests provide arpgude to forecast performance

evaluation which stays our main goal.

4.2.10 VAR forecasting

Once the VAR model has been estimated,cdn be easily used as a
multiequation forecasting model. Suppose we estimated the simplerfiesed model
x. = A+ AX ,+ e so we know values of coefficients #y, and A matrices. If our data

run throudp the period T and we want to obtain orstepforecast forT+1, we will use

therelationship

Erxa=A+ A% (4.30)

Similarly, a two-stepsforecasts obtained recursively:

ErX.o= A+ AB X, = A+ A A+ AY (4.31)
Since the reduckform VAR is used for forecasttimation the identification by
imposing ex ante restrictions on parameters is not necessary. Consequently, even if the

restrictions are imposed (for example dug¢hwforecas error variance decomposition)

the system of restrictions has efbecton predictedvalues.

4.3 Methods for forecasts evaluation

Econometric methods for measuring and evaluating predictive content can be
divided into two groups: ksample and owbf-sample method€Both of them will be
used in our empirical analysis The fllowing paragraphs ra mostly based on
information from stndard econometric textbook§tock & Watson (2003)and
Clark & West (2007)
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4.3.1 In-sample measures of predictive content

Assume that we want to assess whe#ttene series ol candidate variablX is
useful for forecaghg time series of variabléy. A simple framework how to test
predictive contenis a linear regression model relating the future valueYadb the

current value oK:

Yo = Bo+ BX + &, (4.32)
If 3,0t hen t od aXcarsbe wsad fanferecasting the valuerah the
next period. The-statistics ong, tests the null hypothesis, thdthas no predictive

power. This equation applies to one periodahforecast, but can easilymodified to

forecastd-period ahead:

Yl+k = :Bo + ﬂl)(t T &k (4.33

The model forecast accuracy is tested on the same data that were used to develop

this model (estimate the parameters). The significan¢beoéstimate oparameterg,

can give us a clue aboutredictive properties of examined vabks but as a final
measure of the forecast accurdhg outof-sample evaluation methods are preferred
As statedby Stock & Watson (2003pp. 791 :Evafuation of predictive conteshould
rely on statistics that are designed to simulate more closélabhealtime forecasting,
which we refer to generally as pseudo-ofisample forecast evaluatianHowever, if
the outof-sample period is not sufficiently lontpr proper evaluation, ksample

measures of predictive accuracy are necessary.

4.3.2 Pseudo out-of-sample measures of predictive content

Pseudo oubf-sample measures of predictive power simulate -tiesd
forecasting. Suppose we have quarterly datd want to make pseudo eaftsample
forecast for 2011 Q1. We estimate the model using data through 2010 Q4 and then use
this model to estimatthe 2011 Q1 forecast #iswe wer e in 2010 Q4.
to the fact that we actually know the true valder 2011 Q1, but we did not use it for
model selection and development. The estimation must be done using data available

prior to the forecast period. However, the knowledg¢hefactual value for 2011 Q1
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together with our forecasted value for 2011 (Meg usa great opportunity to use

various forecast evaluation statistics.

Let Y;,; bethe value ofthe variabk of interesthat actually occurredt time t

and Iet\E be aforecasted value of-. ., Then wedefine theforecasterror.

T+j T+j?

-

eI'+j = ¥+j - %ﬂ' ! Wher6j:1,2,---,k (4.34)

If we haveseries ofk outof-sampleobservations and associated forecasts we
can construct several measures of tferecastsaccuracy. Some commonly used
measuresare the Mean Error (ME), Ban Squared Error (MSHRoot Mean Squared
Error (RMSE) andMean Absoluté&rror (MAE). These are defined as follows:

1 Kk
ME:EZeM (4.35)
j=1
1 k
MSE=-> €, (4.36)
k<
k
RMSE= lz é, (4.37)
k&
1 k
MAE = Ez 8. (4.39)

Naturally, the smaller the forecast errors the better the foreckstlowing
Stock & Watson (2003) an@lark & West (2007 among othersye will focus mostly
on the mean squared error measiesearchers choose this meadmeeause of its
familiarity and ease of interpretatioh.common way how to quantify the eat-sample
forecast is to compare the MSE of a candidatdancedjnodel relative to the MSE of

a benchmark model.

We still have to remember, that althougksample performance can always be

improved by intrducing additional variablesin the outof-sample context more

“Clark & West (pp. 291, 2007) c latsticnfor compgaesons afps t he
predictions from nested model is mean square predi
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predictors daot necessarilymeanbetterforecasts. ButfiMSE of the candidate model
is lower than the MSE of the benchmark model, tttencandidate model has better
predictive power than the benchmark. However, this could happen simply because of
sampling variability, therefore additional statistical tes$to be applied to confirm this

conclusion.

To determine whether lower MSE of thendadate model comparing to the
benchmark model is statistibakignificant various tests could be uséde will use the
forecast evaluation test developed by Clark & West (20&5fecially fornested
model$® within the VAR framework This test was chosemecausén our analysisve
evaluate forecasting performance of a benchmé&kkR model nested within various

candidate models.

For nested models, Clark & West (20@hHowed thatinder the null hypothesis,
the larger model introduces noise into its forecastebtimating parameters whose
population values are zero. They observe that the MSE from the benchmark

(parsimonious) model is expected to be smaller than that of the larger models.

Clark & West (2007) suggest that comparison of the MSE must be adjusted fo
the noise. Let MSEbe the evaluation of forecast for the benchmark m¢tebnd
MSE; for the larger candidate modg@l). Then the adjustment term is defined as

I LI -
adj = EZ(E,M - Yk ) (4.39)
i=1

Under the null hypothesisf no forecast improvemeISE —( MSE- adj=0
against the alternativMSE — ( MSE— adj> Othat implies improvement in the forecast

accuracy of the larger model compared to the benchmark model.

Authors of this test suggtthatthe computationally most convenient way how

to proceed is to define

Eom %) [~ ¥ - (W B v B] Vi=l2..k (440

% Nested models could be obtained by restricting one or more parameters in a more complex model to
Zero.
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where MSE - ( MSE- adjis simply the average OEH.. So to test theaull

hypothesis they regress (using the ordinary least squares methggl) @il a constant

and used théstatistic for a zero constarthe null is rejectedf the statistic is greater
than +1.282 (for a one sided 0.10 test) or 4%.&or a one sided 0.05 tesThe test
statistic is designed in a way that increase in its value implies higher probability of

rejecting the null hypothesis.
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5. Empirical models

The predictive power of confidence indicators is empiricallpluated on data
from the Czech Republic. We applied two different approaches. Firstly, using logit
modelswith one of the confidence or leading indicatare analyze and@domparethe
in-samplepredictions of an economic situation defined as a discretet.e8econdly,
the VAR modelsenhanced by confidence indicataase developedand theout-of-
sampleforecasts are compared tbe benchmark model and the realit. detailed
description of data precedes the empirical analysis.

5.1 Description of data

Some nacroeconomic time series are subject to data revisibng wanted to
get closer to forecasting reality, we would construct pseudafesampleforecasts
using realtime data, i.e.data before revisions. Data revision is not an iskre
confidence indiators; these are not revisegtrospectively nor are the other variables
used in the analysis, except for the G@Bncerning GDP, welecided touse expost
data, not reatime. Our argument for this choice perspicuouswe want to know
whether confidece indicators can help to pliet theactual trueeconomic activity and

we suppose that data revisions are made to get the data closer to thé'reality.

Our dataset is limited by availability of Czech data. The consumer confidence
indicator is availablesince January 1998. However, we wilise data including the
CZE/EUR exchange rate for our final model of Czech economy and given that the euro
area was establishéu 1999, we decided taestrict the sample to 199391 onwards and

keep hisrestriction for d models.

The end of the dataset used for estimatiofiall models is set to 201Q4
(included for maximizationof our samplg Furthermore, the data from 20Q1L - Q3
are usedfor pseudo oubf-sample forecast evaluatianly. The evaluation for three
guarters ahead should be sufficient given that our interest is to assess to the near future

economic situationThe sample dataseingesare depicted on the scheme below:

27 Apart from that, reatime data for the Czech GDP aretretrospectively easily available.
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Figure 5.1: Dataset ranges

Out-of-Sample Forecast

In-Sample Estimation Period Evaluation Period
< > < >
| B |
\ PN
1999 Q1 2010 Q4 2011 Q1 2011 Q3

Source own painting inthe AutoCAD software

The confidence and leading indicators are reported monthly. Since the GDP data
are only available at quarterly basis, we use quarterly observations of alf®data.
Therefore the valisof confidence and leading indicasan the last month of particular

quarter ar¢aken

In case of the GDP and the consumer price index we followed the empirical
strategy ofMourougane & Roma (2003) ardorvgth (2012)and employ the quarter
onquarter growth rateso get closer tocyclical changes andvoid the complicated
structure in the regression residua#secording to Horg t (B012) sich a structure
typically arises when yeam-year growth rates are useOther variables remain in
levels. Although log transformationsare widdy applied in macroeconomic VAR
forecasting, we decided notto transform the databased on the results of
Mayr & Ulbricht (2007) wharobustly compared the results of VAR forecasts based on
log transformed data and data in levels and conctbde both apmpaches basically

yield the same results.

As a primary source of data we used the OECD Statistics dafdbHse.Ifo
business limate indicator is received from the Ifo InstitifeAll thesetime series are

%8 Another possibility how to deal with mixed frequencies would be to interpolate quarterly data to
monthly values using for example quadratiatch average procedure. We found evidence of this
transformation inBorys etal. (2009 and Havgh e k et al . (2011) . However,
transformation can cause a loss of important information in data, creates artificial values of the key
variable and produces results, which are in fact not based on real valueseo¥ariables. This opinion

was supported by PhDr. Jarorm  Bhahe Business Cycles Theory seminar discussion.

2 publicly available ahttp://stats.oecd.org/

%0 publicly available ahttp://www.cesifegroup.dé.
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seasonally adjusted from the source. The CzedfoiNd Bank ARAD databagkwas
used for the CK/EUR exchange rate and PRIBOR

The fllowing variables form empirical models:

GDP_GQ

Inflation_Q

PRIBOR
EXRATE

BCI

CClI

LEAD

IFO

DT1

DT2

Quarterly growthrate of the real gross domestic produah the Czech
Republic (expenditure approach, ilions of CZK, chained volume

estimates, national reference year

Quarterly growth rate of the consumer price index (QRIthe CR
originally 2005=100

3-months Prague interbank offered rate, quarterly average
CZK/EUR exchange rate, quarterlyemage

Business confidence indicator for the GRECD standardizednslitude

adjusted (@ng term average=100eeFigure3.5.

Customer confidence indicatofor the CR OECD standardized,

amplitudeadjusted @ng term average=10®eeFigure3.5

O E C D @mposite leading indicatdor the CR amplitude adjustedsee
Figure3.6.

Ifo business lanate for German trade and industry business
expectations, index 2005=100

Dummy variable representing economic downtuakes tle value 1 if
the GDP growth is below the sample average (13®B0) for more than

two consecutive quarters, 0 otherwise

Dummy variable representing economic downtuakes thevalue 1 if

the GDP growth is below the sample average (1Z®H), O othenmse

3L publicly available ahttp://www.cnb.czdocs/ARADY/HTML/index_en.htm
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DT3 Dummy variable representing economic downtuakes thevalue 1 if
the relevant quarter is identified by OECDadownturn period for the

Czech economy, 0 otherwise

All time series plotganbe found inAppendix

5.2 Economic downturn forecasts using logit models

In the first part ofour empirical analysis we focusn the prediction of the
likelihood ofaneconanic downturnasadiscrete eventather han quantitative forecast
The aim of this approach is teveal whether the change values of confidence
indicators can signalize oncoming economic downturn. Moreoveranatyze how

manyquartersefore the occurrence of a downturn can be swsigreal detected

We use logistic regression methodology introduced in the previous chapter
together with insamplemeasures of predictive contefitted values of the model are
compared with real downturn dates amdsample forecast evaluation methodg ar
appliedin order to provide better measures of model fior evaluation of the model
with a binarydependent variabléhree outof-sample periodsire not sufficient. This
approach follows thadea of Taylor & McNabb (2007) andmpirical strategy of
Estrella & Mishkin (1998). Furthermore, we compare the predictive power of
confidence indicators with the performance of the leading indicator which should by
definition lead the business cycle and confirm its predictive ability.

5.2.1 Empirical strategy

The forecast logit model of the likelihood of an economic downturn is defined

by the following relationship:

y:+k = Xtﬁ + & (5.1

where y,,, IS an unobservable variable, which determines the occurrence of

downturn at timé andk is the length (in quarters) of the forecast hori2gns a matrix
of independent variables including a constéinis a vector of coefficients andis a

vector oferror terms.The observable downturn indicatoyis related to this model by:
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D, = 1 ify, >0 (52)
0 otherwise

The form of the estimated equation is:

ProbQ,,, = )=A X5 ) (5:3)

w h e r igthedogit functioras in(4.4); the model is estimated by maximum likelihood.

Various methodsand definitions could be used to define the economic
downturn®* The National Bureau of Economic Research (NBER) reports recessions for
the USA andThe European Cycle Research Institute (ECRI) provides turning points of
business cycle fovarious countries; nfortunately the Czech Republic and the other
countries from Central and Eastern Eurgpe not included® Finally we discovered
that tre OECD providepeaks androughs datefor all OECD countrie$* Another
approach is to denotene or more periods of belesampleaverageGDP as an

economic downturn.

In our empirical analysis we define an economic downturn R,e=1) in three

alternative ways (similarlgsTaylor & McNabb, 2007):

(1) D, =1 if the real GDP quarterly growth is below the sample average

(19992010) for more than two consecutive quarters;

(i) D, =1 if the real GDP quarterly growth is below the sample average
(19992010)for at least one quarter

(i) D, =1 if the quarter lies between the peak (excluding) and trough

(including) date defined by OECD as turning poirits the Czech
Republic

32 Other formalized procedurese developed bBry & Boschan (1971) or Zellner et al. (1990).

¥There exists &ulresAsea Busisessedycle DatingzCendmitiie e st abl i shed i n
Centre for Economic Policy Remeh (CEPR)T he Co mmi t ties @&ablistitle £hromatogy

of the euro area business cycle, by identifying the recessions and expansions of the 11 original euro area
member countries from 1970 to 1998, and of the reo area as a whol e S
(http://www.cepr.org/data/datingHowever, the dates are not identified for individual countries.

% Available athttp://www.oecd.org/document/29/0,3746,en_2649 34349 35725597 1 1 1 1,00.html
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For evaluationand comparisownf the predictive power of confidence indicators
we fit and compare models consisting of only one predictor varig@é: CCl or the
benchmark.LEAD. We fit models predicting economic downturns koguarters ahead,
wheek= 0, 1, 2, 3 respectivel y. Forecasts w
time t and value of downturn dummy at tintek. For each period we have 9 models
with different independent variable and different definitionranfeconomic downturn.
On the wholewe estimateand comparé&6 logit models.The analysisvas done irthe

Gretl softwareour dataset ancbretl sessios areavailable upon request.

5.2.2 Results and discussion

The results of this analysis are shownTiable 5.1 to Table 5.4. Each table
corresponds ta = 0, 1, 2, 3 respectivelyn each table we includie estnated values
of Il ntercept and p ar a trstatisécr log-likeliheod tvdlue, c or r e
likelihood test statistic and odds ratio. Forecast acgurss compared using
Mc F a d dR& petcsntage of correct predicted (0,1) values and percentage edtcorr
downturns predicted. Each table is split into three panels based on the thnéeudefi
of an economic downturn and three columns B@l model, CCl model and LEAD

model, respectively.

The frst set of models for k0O is not in fact forecasting, but so called
nowcasting Results summarized imable 5.1 confirm strong contemporaneous
relationship between the current economic sitmateven if it is defined as a binary
variable) and the current value of all examined indicators; except for one CCI model, all
ot hers are strongly significant. Valwues of
the common sense that the incregsimlue of the confidence indicator results in lower

probability of an economic downturn.

The highest predictive (nowcasting) power is proved by the business confidence
indicator; it outperforms both the consumer confidence indicator and the leading
indicator; this fact is robustly confirmed by all evaluation statistics. Using BCI is
possible to correctlynowcastabout 806 of states of the economy (the average of
modelswith i andii definitionsof downturr) and about 6% of downturn periods. Even
the thirdmodel with BCI and the OECD downturn definitiorached the benchmark

value of 5046 correct downturn forecasts.
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Table 5.1: Results for logit model k = 0 quarters

BCI CCl

LEAD

estimate statistic estimate statistic

estimate statistic

(i) D =1 if the GDP growth is below average for more than two quarters

Intercept 44.3363 3,039*** 12.6736 1,679* 25.3449 2,622***
Beta -0.4424  -3,078*** -0.1298 -1,735* -0.2595 -2,657***
Log-likelihood -22.2799 19,8836*** -30.6110 3,2214* -27.3035 9,8365***
Odds ratio 0.6425 0.8783 0.7715
McFadden's Rsquared 0.3085 0.0500 0.1526
Total % of correct forecast 81.30% 60.40% 62.50%

% of correct downturn forecast 68.42% 26.32% 42.11%

(i) D = 1 if the GDP growth is below average for at least one quarter

Intercept 38.9602 2,897*** 8.9184 1,224 15.3183 1,981**
Beta -0.3846 -2,917*** -0.0890 -1,236 -0.1545 -1,991**
Log-likelihood -25.1770 16,1048*** -32.4330 11,5928 -30.9451 4,5686**
Odds ratio 0.6807 0.9148 0.8569
McFadden's Fsquared 0.2423 0.0240 0.0687
Total % of correct forecast 79.20% 52.10% 60.40%

% of correct downturn forecast 69.57% 34.78% 56.52%

(iii) D = 1 if the GDP growth coincides with OECPecession dates

Intercept 36.6893 2,945*** 241815 2,707*** 16.6072 2,006**
Beta -0.3683 -2,995*** -0.2450 -2,763*** -0.1722 -2,061**
Log-likelihood -23.3863 16,7374*** -26.9109 9,6884*** -29.2240 5,0621**
Odds ratio 0.6919 0.7827 0.8418
McFadden's Rsquared 0.2635 0.1525 0.0797
Total % of correct forecast 75.00% 68.80% 62.50%
% of correct downturn forecast 50% 38.89% 27.78%

Notes * Statistical significance at the 10% lev#t. Statistical significance at thedb level.*** Statistical
significance at thd% level.

L e tnéwsanalyze in detail the best model for nowcasting belegrage GDP
growth fora longer period (at least three consecutive quarters): the BCI nmbdled
value of BCI is 85, 100 oi15, respetively, the probability of downturn i99.9%,
52.3%or 0.1%, respectivelyMoreover, f the BCI increases frortihe longterm average
value of100 only to 103, the probability of downturn decreases by approximately 30
percentage points (pptto 22.8%6. If BCI decreases from 100 to 97, the probability of
downturn increases by ZBppt. to 80.84. Probabilitiesof a downturnfor all values of

BCl are available afTableA.1 in Appendix All these findings confirm strong
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relationship between the current value of the businesfidence and actual economic

situation.

Table5.2 depicts results for onguarterahead forecasi& = 1). Variables CCI
and LEAD are not statistically significant predictors at the 5% je@€ll predicting
OECD recession dates is sigodit at the 106 level. On the other handadels with
variable BCI are still strongly significaat the 26 leveland therefore BCbutperforms
LEAD again However, he forecast accuracyf B Cl| models deélined.
for all three models is lower anceqeentage of correct forecast is less satisfactory:
model with the best fit predicted correctly 73% states of the ecanbutyonly 476
downturns. Such a result't does not reach t
although the BCI variable cannot bgected as significant predictor in the modeg

considerthe predictive poweasunsatisfactory.

Letd discuss BCIl model forecasting longer defined down(yfil) again. If we
want to make forecasts one quarter ahead and BCI is 85, 100 aegfiéctivelythe
probability of an economic slowdown is 97.8%, 45.3% or%2,3espectively(Precise
probabilities for all BCI values could be foumd Table A2, in Appendix) If BCI
increases from 100 to 103, the probabiliya downturn decreases to Z&8If BCI
decreases from 100 to 97 etprobability increases to 628 Canpared to k=0 BCI
model, even abovthe-average values of BCI result in higher probability of a downturn
and on the contrary, belethe-average values result in lower probability; logical
conclusion is that orquarterahead predictions are ledsfinite than nowcasting.
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Table 5.2: Results for logit model k =1 quarter

BCI

CClI

LEAD

estimate statistic

estimate statistic

estimate statistic

(i) D =1 if the GDP growth is below average for matean two quarters

Intercept

Beta

Log-likelihood

Odds ratio
McFadden'R-squared

Total % of correct forecast

% of correct downturn forecast

23.6795 2.557*
-0.2387 -2.610***
-27.3944 9.6547**

0.7877
0.1498
72.90%
47.37%

6.6006 0.9173
-0.0696 -0.9761
-31.7385 0.9664

0.9328
0.0150
60.40%
10.53%

(i) D = 1 if the GDP growth is below average for at least one quarter

Intercept

Beta

Log-likelihood

Odds ratio

McFadden's Rsquared

Total % ofcorrect forecast

% of correct downturn forecast

22.7675 2.410*
-0.2256 -2.429**
-29.0421 8.3745*+*

0.7980
0.1260
64.60%
52.17%

44011 0.6229
-0.0444 -0.6352
-33.0257 0.40741

0.9566
0.0061
50.00%
26.09%

(iii) D = 1 if the GDP growth coincides with OECD recession dates

Intercept

Beta

Log-likelihood

Odds ratio

McFadden's Rsquared

Total % of correct forecast

% of correctdownturn forecast

24.8268 2.651***
-0.2522 -2.720%**
-25.8927 10.614***

0.7771
0.1701
64.60%
23.53%

14,2018 1.838*
-0.1469 -1.913*
-29.2193 3.9603**

0.8634
0.0635
70.80%
35.29%

10.6497 1.429

-0.1112 -1.484

-31.0259 2.39157
0.8948
0.0371
62.50%
21.05%

6.0429 0.8786

-0.0614 -0.8912

-32.8221 0.814617
0.9405
0.0123
50.00%
39.13%

7.6738  1.040
-0.0831 -1.119
-30.5400 1.31876
0.9203
0.0211
66.70%
5.89%

Notes * Statistical significance at the 10% leve. Statistical significance at the 5% lev&f* Statistical

significance at the 1% level.
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Table 5.3: Results for logit model k =2 quarters

BCI CClI LEAD
estimate statistic estimate statistic  estimate statistic

(i) D =1 if the GDP growth is below average for more than two quarters

Intercept 8.8821 1.286 1.266 0.1776 -3.2343 -0.4712
Beta -0.0922 -1.348 -0.0167 -0.2371 0.0282 0.4102
Log-likelihood -31.2697 1.9041 -32.1937 0.0561 -32.1374 0.1686
Odds ratio 0.9119 0.9834 1.0286
McFadden's Rsquared 0.0295 0.0009 0.0026
Total % of correct forecast 58.30% 60.40% 60.40%
% of correct downturn forecast 15.79% 0.00% 0.00%

(i) D = 1 if the GDP growth is below average for at least one quarter

Intercept 8.8649 1.263 -2.2894 -0.3255 -4.6957 -0.6914
Beta -0.0885 -1.277 0.0218 0.3139 0.0462 0.6798
Log-likelihood -32.3570 1.7448 -33.1799 0.0989 -32.9954 0.4681
Odds ratio 0.9153 1.0221 1.0473
McFadden's Fsquared 0.0263 0.0015 0.0070
Total % of correct forecast 60.40% 39.60% 54.20%
% of correct downturn forecast 43.49% 8.70% 34.78%

(iii) D = 1 if the GDP growth coincides with OECD recession dates

Intercept 13.4187  1.830* 3.8602 0.5262 -1.7185 -0.2421
Beta -0.1401  -1.924* -0.0451 -0.6205 0.0103 0.1446
Log-likelihood -28.5138 4.0778* -30.3606 0.3841 30.5422 0.0209
Odds ratio 0.8693 0.9559 1.0103
McFadden's Rsquared 0.0667 0.0063 0.0003
Total % of correct forecast 64.60% 66.70% 66.70%
% of correct downturn forecast 18.75% 0.00% 0.00%

Notes * Statistical significance at the 10% lev#. Statistical significance at the 5% level.

Results ofthe predictive performance of logit models two quarters ahead are
summarized in th@able 5.3 above. We can see that only one model (again with the
BCI predictor)has statistically significant coefficients, but at the 10% level o
percentage of correct fits is higher for BCI models then in LEAD model$ut rone
of the models hathe successfulness afownturn predictiondigher than 5%, some
models have evethe percentage of correct downturn equal to zero. Therefore we have
to conclude that neither confidence indicatorsy teading indicators can predict

economic slowdowsa discrete everhalf a year ahead.
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Table 5.4: Results for logit model k =3 quarters

BCI

CCl

LEAD

estimate statistic

estimate statistic

estimate statistic

(i) D =1 if the GDP growth is below average for more than two quarters

Intercept -3.6177 -0.5237
Beta 0.0316 0.4632
Log-likelihood -32.1121 0.2192
Odds ratio 1.0321
McFadden's Rsquared 0.0034
Total % of correct forecast 60.40%
% of correct downturn forecast 0.00%

-2.9289 -0.4046

0.0248 0.3466

-32.1612 0.1212
1.0251
0.0019
60.40%
0.00%

(i) D = 1 if the GDP growth is belovaverage for at least one quarter

Intercept -2.2961 -0.3468
Beta 0.0219 0.7380
Log-likelihood -33.1731 0.1127
Odds ratio 1.0221
McFadden's Rsquared 0.0017
Total % of correct forecast 56.30%
% of correct downturn forecast 21.74%

-6.4247 -0.8930

0.0627 0.8826

-32.8302 0.7984
1.0647
0.0120
50.00%
43.48%

(iii) D = 1 if the GDP growth coincides with OECD recession dates

Intercept 3.4188 0.4969
Beta -0.0417 -0.6113
Log-likelihood -29.6275 0.3692
Odds ratio 0.9592
McFadden's Rsquared 0.0062
Total % of correcforecast 68.80%
% of correct downturn forecast 0.00%

-6.6875 -0.8411

0.0582 0.7440

-29.5247 0.5749
1.0600
0.0096
68.80%
0.00%

-18.226 -2.270**

0.1779 2.223*

-29.3194 5.8046**
1.1947
0.0901
64.60%
31.58%

-17.2434 -2.178**

0.1719 2.168**

-30.4540 5.5507*
1.1876
0.0835
64.60%
56.52%

-11.0686 -1.472
0.1027 1.373
-28.8298 1.9647
1.1081
0.0330
75.00%
20.00%

Notes ** Statistical significance at the 5% level.

The last set of modelsforecasts three quarters ahedmtings interesting results,

see Table 5.4. Neither of confidence indicators is a significant economic downturn

predictor, regardless the downturn definitiblowever, at thés% level we cannot reject

the hypothesis that the leading indicator is a significant predictor of Hbmaverage
GDP growth three quarters ahedde bet LEAD model reached 58/% of correct

downturn predictions, slightly above the benchmark.

Interesting findings that althougtthe significant estimates of betar LEAD in

Table5.1 (nowcasting)are negativehere the betéor both significanLEAD models is

positive, that maas higher probability of a downturn with the increadehe LEAD

value. Thiscan be logically explained. \Wen comparing performance of theading
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indicator, we get the best resulisr nowcasting. High value of LEAD at k=0 signalizes
very low probability ofa currentdownturni the economy is close to thpeak of the
business cycle. Three quarters later, assiblethat the economy will movieehind the
peak and closeto the businessycle through. Therefore high value of LEAD at time
k=0 may implyhigher probability of a economic downturn at timle=3 as is shown in
the resultsThis finding confirms our results from exploratory crassrelations, where

both positive and negative rcelations with GDP occur, based on lag delay or advance.

To conclude the results of the logit analysis, we have revealed strong evidence of
predictive power for all three indicators for period k=0 (nowcastingigerethe best
performanceshowsthe busines confidence indicator. BCI also outperformed both CCI
and LEAD in onequarterahead forecasts, but the predictive accuracy declined. The
satisfactory ability to predict the economic situation @va morequarters ahead was
not proved forany of testedndicators;unlike Taylor & McNabb (2007yvho proved the
predictive power of both confidence indicators even four quarters al@adhe
contrary, thdeading indicatomodel for predictions three quarteriseads statistically
significant and outperform&e confidence indicators.

5.3 GDP growth forecasts using simple VAR models

Having found that confidence indicators play some role in the likelihood of an
economic downturn, we would like t@vealwhether these are useful for quantitative
GDP growthout-of-sanple forecastsFor this purpos¢he VAR methodology is applied

and models are estimated using the strategy presendatcimpterd.2

A(L)Y, =&, (5.4)

whereA(L) is aml mmatrix polynomial in the lag operatoy, is anmI Ivector of
observations, andj is an mi1 1vector of white-noise disturbancesr shocks.All
calculations were done ithe Gretl and JMulTP® software; our dataset and Gretl

sessions are available upon request.

Firstly we fitonlyfi s i mp| e V AR 0GDm artieonfidgencevindichtors
and compare them wittme VAR model with LEAD. Secondly, VAR models with both

% JMuITi is opensource free statistical software availablétap://www.jmulti.de/
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the confidence indicator anthe leading indicator are analyze#inally, forecasting
performance of confidence indicators after controlling for the otffiects is assessed.

5.3.1 Simple VARmodels

Consider the simplest VAR model, with only two variables interacting with each
other the quarterly GDP growth and a confidencenaterialized by CClor BCI.
Forecasting accuracy is compatedhe performance ot simpge VAR model with the

leading indicatomsteadof a confidence indicatofm.herefore three models are fitted:
BCl model: y; =(GDP_ GQ, BCJ)
CCl model:y; = (GDP_ GQ, CCJ)

LEAD model: y; = (GDP_ GQ, LEAD)

The first step is to determine the adequate lag length fothede models
respectively For this purpose we use tests based on information criteria: AIC, HQIC
and SBIC (for details seesubchapter.2.5. When the tests yield different resultise
SchwarzBayes Information criterigest(SBIC) is favoured, becaus8BIC is preferred
for small sample models ai$ imposes a heavier perley on overparametrized models.
Because our time series amatively short we have toconsider loosing degrees of

freedom For all three models the lag length videnticallydetermined as two lags.

Secondly, models are estimated and the stationastyess areexamined We
considered pros and cons of both approaches mentioned in the previous chapter and
decided to follow the ideas &ims (1980)andstrategy ofBorys et al.(2009: Do not
lose information by detrending variables and consider the statipof the system as a
whole. Unit root tests of all three models confirmed stabil#iationarity) of VAR
systems Stability of parameters is tested usi@JSUM testwhich suggests that the
parameters of the models are constartheri % significancedvel

% For graphical presentation of all these testsAgg@endix where als@-values of estimated parameters
andF-tests could be found together with angduared for all equations within the VARs.
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Because we use models not only for forecasting, but also for impulse responses
analysisand variance decompositioproper dentification is necessaryWe choose the
Choleskydecomposition: we assume that B@Ck or LEAD; hasa contemporaneous
effect on GDP_GQ but not vice versathe economic growth affects indicators only

with one and tweperiod lag, which corresponds to common logic.

Impulse responses show the response of GDP growth tarohghock in VAR.
Figure 5.2 presents the impulse response functions over time along 9&#
confidence interval€Generally, onaunit shock in either BCI or CCI results in eskot
increase in the BP growth, which dissipates by around five quarters. The positive
response of GDP to shock in B&mpared to CCik slightly stronger and lasts for one
more quarterOn the contrary, the impulse responses to the shock in LEAD show
cyclical patterns in GDPesponseAfter about 16 periodsall impulse responses decay

to zerg which confirms the stability of the VAR systesi’

Figure 5.2: Impulse responses to a shock in BCICCI and LEAD, respectively

response of GDP_GQ to & shock in BCI, with bootstrap confidence interva response of GDP_GQ to & shock in CCI, with bootstrap confidence interval

p n 95 percent confidence banc
95 percent confid Point

int estimate

response of GDP_GQ to a shock in LEAD, with bootstrap confidence interval

95 percent confidence banc
point estimate

Source own calculatios in the Gretl software

37 All impulse responses could be seerfippendix
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The forecasted variance decompositionTable 5.5 reveas that the attribution
of the business confidence indicator to tldP growth forecasis more than 3%
already in the second quarter and slightly increaser time. On the other hand, the
consumer confidencadicator explains only about #3of the future GDP growth and

the leading indicator in the first year even less.

Table 5.5: Variance decomposition of GDP andClI, CCl and LEAD, respectively

Quarter GDP BCI Quarter GDP CClI
GDP BCI GDP BCI GDP CClI GDP CCI
1 100.00 0.00 11.02 88.98 1 100.00 0.00 9.06 90.94
2 68.35 31.65 13.56 86.44 2 87.03 12.97 7.16 92.84
3 62.63 37.3 19.44 80.% 3 85.97 14.03 8.58 91.&
4 63.03 36.97 2419 75.81 4 86.55 13.45 10.% 89.46

Quarter GDP LEAD

GDP LEAD GDP LEAD
100.00 0.00 0.31 99.69
94.44 5.56 0.38 99.62
91.81 8.19 040 99.60
91.84 8.16 037 9963

A WN P

Notes The table displays results from the forecast error variance decomposition (in percentage) for all
three models and for both GDP and indicator equations.

Finally, three oubf-sample forecastsovering theperiod Q1Q32011 per each
model are alculated and evaluateHigure5.3 graphically represents both the true GDP
growth and forecasted values with 95% confidence interval. All confidence intervals
coverthe real GDP valuéutthe intervalsare more than two percentage points of GDP
growth wide). However, we cannot speak about the accuracy of the point estimates.
There is interesting difference between BCI and CCI: BCl seems to predsatbpregor
rate) of decline, but misses the concrete values and CCI almost fit tHROTQ]ltrue
valug but does not reveal the#escendirend afterwards LEAD model forecasts lie

somewhere between these two.

67



Figure 5.3: Out-of-sample GDP growth forecast with BCI, CCI and LEAD respectively
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Source own calculatiors in the Gretl software

Forecasts are formally evaluated using selected (most common in the literature
reviewed) measures of accuracy, results ard@ahle 5.6. CClI model outperformed

LEAD in all four statistics and BCI model yields the highest forecast errors.

Table 5.6: Forecast evaluation statistics of the simple VARs

BCI CClI LEAD
Mean Error -0.9834 -0.5327 -0.6202
Mean Squared Error 0.9702 0.3717 0.4160
Root Mean Squared Error 0.9850 0.6096 0.6450
Mean Absolute Error 0.9834 0.5327 0.6202

Notes Table reports forecast statistics for BCI, CCl and LEAD model.

Mean squared errors depictedTiable5.7 representMSE for the one, two and
all three poinestimatesandwill be used forfurthercomparison with other models. CCI
confirms the position of the best GDP predictor in this analysis.
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