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Abstract

This dissertation consists of three research papers dealing with selected issues faglevant
central banksafter the global financial crisis. The pasisis world has seen a significant
strengthening of the role of central banks with regard to the financial system as well as the
real economy. Correspondingly, agendas of some central bamkezsgrown substantially,
encompassing among others monetary policy, financial stability (macdmicroprudential
policies) as well as resolution mechanisms. This dissertation thesis reflects the broad focus of
some contemporary central banks in thremioal research articles that concern current
unexplored issues for monetary policy and financial stability in the European Union, the
Czech Republic, and the United States, potentially bringing policy implisation the
relevant authorities.

The first article analyzes inflation convergence in the whole European Union (EU)
over 19992017 and provides comprehensive and robust evidence that the process of inflation
convergence among the countries of the EU was not permanently disrupted durindpéhe glo
financial crisis, the European sovereign debt crisis, or the period of zero lower bound interest
rates. Specifically, the convergence process did not noticeably weaken after the crisis and the
occurrence of inflation convergence became more widespreagbared to the prerisis
years. Our main findings imply that further enlargement of the euro area is feasible from the
perspective of inflation convergence among EU countries.

The second article studies determinants of the 4ewved distributional dynams of
client interest rates on consumer loans in the Czech Republic in the recent perio202014
when banks started to provide new consumer loans at very low interest rates. We show that
development of the market rate, the NPL ratio as well as the doymmgnt rate facilitated the
observed distributional dynamics. On the other hand, using a variety of variables on market
competition/market concentration, our analysis reveals that the role of this determinant is
limited at best. Our results, especiallygaeding the pastirough from market rates to
consumer loan rates, are mostly in line with the international literature but are novel in the
Czech context and might be relevant for monetary policy decisioning.

In the third article, we analyzée link between mortgageelated regulatory penalties
levied on banks and the level of systemic risk in the U.S. banking industry. We employ a
frequency decomposition of volatility spillovers to draw conclusions about sysiaenrisk
transmission with shortmedium, and longterm dynamics. We find that after the possibility
of a penalty is first announced to the public, lksagn systemic risk among banks tends to
increase. In contrast, a settlement with regulatory authorities leads to a decrease in-the long
term systemic risk. Our analysis might be relevant both to authorities imposing penalties as
well as to those in charge of financial stability.
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Chapter 1: Introduction

Central banking has arguably become more important than ever in the aftermath of the global
financial crisis (GFC), gaining new roles and responsibilities (Caruana, 2011; Yellen, 2011).
Traditionally, central bankers had at their disposal monetary policy measures which were
designed to foster a price stability environment, complemented with microprudential
instruments aimed at securing resilience of individual financial institutions iflgeand
Carmassi, 2008; Hockett, 2014). These two sets of tools were retrospectively insufficient,
however, to deliver financial stability as well (Williams, 2015; Mester, 2016). Therefore, the
toolkits of some of the central bankers have been substariraladened in the recent years

with macroprudential measures that focus on minimization of systemic risks in the economy
(Blanchard et al., 2013; Borio, 2014).

It is fair to say that not all central banks combine the roles of setting monetary policy,
financial stability (macre and microprudential policies) as well as resolution mechanisms.
But some of tem dq includingthe Czech National Bank (CNB). When all of these roles and
responsi bndeti eneanmre oi kan trdyebe seeradsfadba@amkli ingat e «
professionodo, asi operdtienssa mest rathivanh mheritpandta naed for
transparency might be even more pressing than in case when agendas are separated into
different institutions.

If we accept the paradigm of fegaching roles and responsibilities of a central bank,
as in the case of the CNB, and consider the role of research departments in such an institution,
we might conclude that the scope of the research agenda has to be extensive as well,
encompassing diversgrands of researdh economics and financé&nder sucla setting, a
researcher has to be reasonably flexible, commanding an overview of a variety of topics that
might interact or grow substantially in scapenew regulations emerge

Specifically, this dssertation thesis is an output of such an environneamttaining
three appliedanalyses that provide implicatiorisr monetary policy (Article #1 and #2),
financial stability (Article #2 and #3) and resolution mechanism and sanction policy (Article
#3). The geographical focus of the analyses spfos) the European UniofArticle #1) and
the Czech Republic (Article #2) tthe United States (Article #3Jhe GFC and its aftermath
loom large over the three articles. In Articld #the existence and propertiet inflation
convergencén the EUare studied before and after the GFC while also including the topic of
the zero lower bound (ZLB)rhe period of the ZLBs at least in Europe distinct feature of
the postGFC period. In Article #2, the effect of the p&FC low interest rate environment
on pricing of consumer loan® the Czech Republics investigated. Finally, Article #3
analyzes the effects of a pagSEC regulatory approadn the United State$ that directly
reacts to the behavior of financial institutions before and during theiGFCsystemic risk, a
term that has been omnipresent in the 4&S€C analyses and considéons of central banks
alike.

Overall, the goal of this thesis is to delithreeoriginal articles that can contribute to
current debatesiithe central banking communitgpecifically, e articles should offesome
gui dance on f ut ur ebymxphkining geeaddceantspbenothendhesei o n s
includethe suitability of the euro adoption by some EU countries based on the convergence of
inflation rates (Article #1)Also, the potential risks of the current behavior of the consumer
loans market in the Czech Republic from lbohe monetary policy and financial stability
perspectiveare analyzedArticle #2). Finally, a case studybout what might happen to
interconnectedness of the financial system in case a regulator decides to punish institutions for
their misconductis put forth (Article #3). In a nutshell, the articles that comprise the
dissertation thesis express my strong belief that research in central banks has to be firmly



connected to the analytical and pohewking units including constant communication and
sharingof ideas and knowow.

In the first article (Chapter 2 of this dissertation), we analyze the dynamics of inflation
convergence in the European Union as well as the effect of various major factors on the
convergence process. Inflatioonvergence is one of the Maastricht prerequisites to join the
Economic and Monetary Union (EMU) that was established in Europe in 1999 (Siklos, 2010).
The introduction of the euro and the creation of the euro area mark a key step in the process of
Europea monetary integration, which has been ongoing since the 1970s. So far, 19 out of 28
member states of the EU have adopted the euro and more are obliged to follow based on the
Maastricht Treaty. This is why we include all EU member states in the analgsthiarcan
be seen the first contribution of our article.

Our analysis is motivated by questions that are grounded in recent economic
developments along with the process of EU integration. First, we are interested in whether
there was weaker inflation coangence in the EU in the period after September 2008, when
the global financial crisis (GFC) erupted. Further, the GFC was immediately followed by the
Eur opean sovereign debt crisis unt i | July
facilitated a turn inlie European sovereign debt crisis (Afonso et al.8R@oth crises had a
heterogeneous impact on the evolution of the gross domestic product (GDP) across EU
countries and this implies that inflation rates were likely affected in a heterogeneous manner
aswell (Groot et al.,, 2011). Second, following the GFC and the European sovereign debt
crisis, several countries have been confronted with a zero lower bound (ZLB) or zero interest
rate policy. The ZLB constrains conventional monetary policy and has beem $b be an
important factor affecting inflation persistence (Buiter, 2009; Swanson and Williams, 2014).
All three periods (the GFC, the European sovereign debt crisis, and the ZLB period) can be
regarded as unique events with potentially distortive ingan the process of inflation
convergence in the EU via various economic channels (Cheung et al., 2010; Ball, 2013;
Fratzscher, 2012; Lane, 2012; Claessens and Van Horen, 2015). Third, the EU enlargement
and integration process requires that a set aftstriteria, labelled as acquis communautaire
(AC), are fully met by prospective new members before EU accession (Grabbe, 2002). The
AC guarantees that new EU members are sufficiently close to the old members in terms of
economic and institutional level#ifle and Knill, 2006). Hence, during the period of the
implementation of AC, prospective EU members already exhibited some effort towards
alignment with the rest of the EU. Such an effort in economic terms might have contributed to
a decrease in inflatiodifferentials. Thus, we ask whether the implementation of AC led to
stronger inflation convergence in the new EU member states.

To answer our questions, we perform an empirical analysis in which we use data on
the harmonized index of consumer pri¢eBCP) over the sample period 192®17. This
data span allows us to study the effects of the recent phenomena stated above and can be seen
as the second contribution of the article. Moreover, we assume three types of inflation

benchmark: (i) the crosse¢ i on a | average (Kolenda and Pap
2012), (ii) the inflation target of fibel ow,
the European Central Bank (ECB, 2011), and (iii) the inflation rate based on the Maastricht

criteraKol|l enda et al ., 2006; Siklos, 2010). An |

third major contribution of our analysis. In our analysis, we follow and extend the
methodological approach used by Lopez and Papell (2012) by employing a seemingly
unrelted regressions (SUR) framework based on ADF tests under the assumption of
contemporaneous correlation among errors.

Overall, we report comprehensive evidence of inflation convergence among EU
countries that became even more widespread after the GFCheAtsame time, the
convergence process has on average not weakened compared todhsipyears. These



two results together imply that the process of inflation convergence in the EU has not been
permanently disrupted after the GFC. We further show tteatperiod of the ZLB has not
induced a widescale divergence of inflation rates from any of the benchmarks. The effect of
the implementation of the AC is inconclusive athoes not support the idea that new EU
member states might have worked on their atignt towards the EU also in terms of
inflation rates prior to their accession to the EXr results are generally robust across all
three inflation benchmarks and with respect to the use of a core inflation measure in the
crisis/postcrisis period.

Ourfindi ngs compl ement the earlier results
and Papell (2012), who report evidence in favor of inflation convergence for the old EU
me mber states before (Kolenda and Papel |, 1

introduction of the common currency. Further, we determine that the inflation rates of the new
EU member states are synchronized with those of the old EU member states even after the

GFC and t hus follow the process observed
comprehensive evidence on inflation convergence among all EU member states in recent
years implies that inflation rates across t|

goal for price stability. Consequently, inflation synchronization does noh $eepose a
challenge for further enlargement of the euro area.

This article is published in Journal of I nt e
E., 2018. Dynamics and factors of inflation convergence in the European Union. Journal of
International Money and Finance, 86, 9R11).

While the first article provides a comprehensive econometric assessment of the convergence
process in the EU, one could argue that a certain degree of increased synchronization can be
gauged even from the figures ofdimidual inflation rates Kigure Ala and A2b Also, as a

tease for future research on the topic, one could compare the development in the EU with the
Ssituation in other regions. I n other words,
have pice stability as its main goal and employ inflation targeting as the main tool to achieve

it), it might well turn out to be true that there has been convergence of inflation rates globally
and that the development in the EU might be just a piece of advrpadzle.

In the second article (Chapter 3 of this dissertation), we focus on determinants of
distributional dynamics of client interest rates on consumer loans in the Czech Republic in
recent years (2012019) when client rates have attained very lowelevConsumer loans
constitute a nomegligible part of the loan portfolios of the Czech banking sector, having
considerable implications for its credit risk and profitability. However, little is known about
the shape of the empirical distribution of clidnterest rates, its dynamics over time and
about the determinants that influence client interest rates on consumer loans as the literature
in the Czech context presents only limited evidence these fopics.

In our banklevel analysis, we use data on three location mea$unresan, median,
and modei to capture the distributional dynamics in a comprehensive manner. Moreover,
based on the relevant literature, we identify the market rate (as a proxy for thod froxds
related to consumer loans and indirectly also to monetary policy stance; based on De Graeve

et al ., 2007, Br Tha, 2011, and Havr8nek et
the asset quality, potentially driving the risk premiuma;9ed on Horv8th and P
and Gregor and Mel eckl, 2018) , the unempl oy

! The topic of consumer loans in the Czech Republic is ureearched as analyses of individual segments of

the Czech loan market typically focus on corporate loans, housing loans, mortgages or household loans in
gener al (Br Tha, 2011;20H&r;,v8tahi nzndetPoadpi,er2a0l4; Havr 8
deserves renewed attention in the wake of the continuing expansion of the Czech economy (CNB, 2018).

3



on Hainz et al ., 2014) , and mar ket concent
markups; based on HavGr8engeokr eatn dalMe,| e2c0kli6,, 2a0nid8 )
which might determine these dynamics. As our estimation framework, we employ the pooled
mean group estimator, similarly to Horvsgth
(2013) and Ha v)rThis mddelirg tappradch is tle2rst §uitable one for the
specifics of our panel dataset as we havestationary and cointegrated data.

In the explanatory data analysis, we document that in the recent years (i) the empirical
distribution of client rateson consumer loans has become rgkewed, unlike in any
previous period for which data are available, (ii) this trend pertains to most banks that provide
consumer loans in the Czech Republic, (iii) consumer loans are most frequently provided with
the matrrity over 5 years.

In terms of our results, we find that the observed distributional dynamics of the client
interest rates on consumer loans in the period Z00¥ in the Czech Republic might be
contributed to the decreasing unemployment rate couplédavbenign evolution of credit
risk and relatively low, albeit slightly increasing market rates. Moreover, we find some
evidence that decreasing market concentration might have contributed to a decrease in the
client interest rate on consumer loans inghertrun.

However, the link between the market competition/market concentration and the
distributional dynamics is not particularly robust as we illustrate using three additional
variables. On the other hand, we are the first authors in the Czech dbiategbtain valid
results regarding the interest rate pssugh from market rates to client interest rates on
consumer loans. Moreover, they are mostly in line with the international literature on interest
rate pass hr ough ( De Gr a atvaed MadDonald, 2009; AiSé dnd Gaflog e
2014; Gropp et al., 2014).

The contribution of the paper is constituted in the blankl analysis of determinants
of the distributional dynamics of client interest rates on consumer loans in the Czech
Republic. Sich an analysis has not been conducted previously and could serve as a useful
policy exercise for authorities that have similar data at their disposal. Our results might have
implications both for monetary policy and for financial stability as we docunheitthe
recent distributional dynamics can be contributed to a combination of benign development
regarding the macrbnancial conditions in the Czech Republic. Moreover, client interest
rates on consumer loans most likely remain at historically lowesisledespite a recent
increase in market rates due to a continuing positive development regarding the
unemployment rate and the credit risk of consumer loans. At the same time, the market
competition/market concentration does not seem to influence aligmest rates on consumer
loans. This implies that profits from consumer loans can continue to contribute to a solid
profitability of banks in the Czech Republic which also has potentially positive implications
for their capital adequacy.

This articleispubl i shed in Czech Journal of Economi c
M. (2019). What Drives the Distributional Dynamics of Client Interest Rates on Consumer
Loans in the Czech Republic?. Czech Journal of Economic and Finance, 69(391)/5

Although one can claim that consumer loans in the Czech Republic are rather a small fish to

fry?, there are several practical reasons why policymakers should be aware of them. Based on

a practitionerbds experience, i ncydeadefaultscof a t u
consumer loank especially if you include overdrafts and credit carddis category might

2 Consumer loans constitute around 7% of the total stock of loans and 14% of the total stock of household loans
as of January 2019. Moreover, new consumer loans account for 10% of all new loans -pedfararing
consumer loans account for around 27% ohalisehold noperforming loans.
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give the earliest indication that even more serious issues are about to emerge. Also, in the
early phase of the contraction, volumes of m@nsumer loans might well rise because clients
with secured loans might use the {ashute opportunity to bolster their financial position
before banks unequivocally tighten loans standards. Finally, following the implementation of

t he CNBO6s Roaomnthermamamadeaent of risks associated with the provision of
retail loans secured by residential property, there is also a debate about whether some
consumer loans are being provided in order to circumvent thetdeadue (LTV) limit

(CNB, 2018)

In the third article (Chapter 4 of this dissertation), we analyze the link between
mortgagerelated regulatory penalties levied on banks in the United States and the level of
systemic risk in the U.S. banking industry. It is generally acknowledged that ipernsa
mortgage crisis evolved into a global financial crisis and the beginning of the crisis was
marked by significant losses of mortgdugcked securities resulting from increased mortgage
delinquencies (Schelkle, 2018). While the main objective of amalpy is arguably to correct
the harm caused by a bankds behavior, it c a
enforcement authorities can also destabilize the banking sector if the impact of the penalty
travels across the sector and also affectecent banks (European Systemic Risk Board,
2015). Despite of importance of the systemic risk propagation among banks, research on the
link between penalties and systemic risk is negligible; so far (to the best of our knowledge) it
is represented by Koestand Pelster (2018) and Flore et al. (2018). Thus, in our study, we
focus on mortgageelated penalties and show how they contribute to the propagation of risk
in the U.S. banking industry.

In our analysis, we focus on publielsaded banks operating the United States that
have been subject to financial penalties regarding their (mis)conduct related to mortgages and
foreclosures from U.S. authorities in the period 2@0.6. Our dataset includes information
on two types of events related to a penaltg announcement date, when the possibility of a
penalty is first publicly released, and the settlement date, when an agreement about the
penalty is reached between the bank and the relevant U.S. authority.

Following Diebold and Yilmaz (2014), we model ®mic risk as systemwide
connectedness and we analyze and employ volatility spillovers derived in the spirit of Diebold
and Yilmaz (2009, 2012)In terms of our working hypotheses, we examine the extent of risk
that banks discharge and receive (in the form of high volatility spillovers) in response to an
announcement of a potential penalty or to a settlement. Further, we follow the approach of
Baun2k and KSehl2k (2018) and examine vol at|
be understood as different investment horizons. This allows us to distinguish-syistennsk
transmission with short medium, and longterm persistence. Thus, vege able to assess
whether the effect of bank penalties is persistent or dived.

Our key result is robust evidence on the differences between the penalty
announcement and penalty settlement effects. We find that after the possibility of a penalty is
first publicly announced, lonerm systemic risk in the U.S. banking sector tends to increase,
indicating high uncertainty among investors. In contrast, a settlement with regulatory
authorities leads to a decrease in the {targn connectedness in the gyst This latter pattern

3 According to anecdotal evidence from the marke¢se loans might be provided to clients with the secured
loans or to their family members.

4 The connection between the above approach based on volatility spillovesstemdis risk is straightforward.
Diebold and Yilmaz (2014) argue that the spillovers capturing the contribution of an individual network element
to the systenwide connectedness apillovers) can be seen as an analogy to the conditional value at risk
(CovaR) approach towards measuring systemic risk, as introduced in Adrian and Brunnermeier (2016).
Similarly, the measure of the spillovers, expressing the extent to which individual network elements are exposed
to systerawide events (fronspillovers) can beelated to the marginal expected shortfall (MES) approach
towards measuring systemic risk pioneered in Acharya et al. (2010).
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is in line with Flore et al. (2018) and might be interpreted as a relief that financial markets
experience once the enforcement process is over. Interestingly, we show the same pattern in
terms of the contribution/exposure of a giveank to systemic risk regardless if this bank had

a penalty announced/settled or one of its competitors did. Thus, rather than having the desired
corrective impact on a particular financial institution, the penalty can lead to bank contagion
that increass systemic risk, potentially making the banking sector less stable and more
vulnerable.

Since penalties are reflected in the behavior of investors with longer investment
horizons, our results carry implications for portfolio selection and investmerggéaston
financial markets. Further, our analysis is relevant to authorities imposing the penalties as
well as those in charge of financial stability. While penalties are likely to affect both the
performance and valuation of the receiving bank, they matgd influence other (innocent)
banks. The outcome casts doubt on the corrective effect of the penalties. Hence, our results
also have direct policy implications for financial stability.

This article is pubkhed inKyoto Institute ofEconomicResearchDiscussionPaper series
(Brog, V., & )KMoiltgageRetted Bank Pgndti@s?2afid Systemic Risk Among
U.S. BankskKIER DP 1024. The artcle is currently under review in tRlurnal ofFinancial
Services Research

While the third article does bring clear policy implications, one has to bear in mind that it
constitutes a specific case study for a specific situation in the Usitdds. Thereforat is
not apriori clear that similaeffects would materialize for emple in Europe.

Overall, this dissertation thesis attempts to encompass the broad focus of some
contemporary central banks in three original research articles that provide analyses of current
unexplored issues for monetary policy and financial stabifityhie European Union, the
Czech Republic, and the United States, potentially bringing policy implications for the
relevant authorities.



Chapter 2: Dynamics and factors of inflation convergence in the European Union
Abstract

We analyze inflation convergence in the whole European Union (EU) ovei 2@PR We
provide comprehensive evidence that the process of inflation convergence among the
countries of the EU was not permanently disrupted during the global financial cresis, th
European sovereign debt crisis, or the period of zero lower bound interest rates. Specifically,
the convergence process did not noticeably weaken after the crisis and the occurrence of
inflation convergence became more widespread compared to toeigseyears. Our results

are robust with respect to the use of three inflation benchmarks (thesecigmal average,

the inflation target of the European Central Bank, andMaastricht inflation criterio)
structural breaks, and a core inflation measu@ar main findings imply that further
enlargement of the euro area is feasible from the perspective of initathmergence among

EU countries.

2.1 Introduction and motivation

We analyze the dynamics of inflation convergence in the European (HEliras well as the
effect of various major factors on the convergence procksgktion convergence is one of
the Maastricht prerequisites to join the Economic and Monetary Union (EMU) that was
established in Europe in 1999 (Siklos, 2010). The introdoof the euro and the creation of
the euro area mark a key step in the process of European monetary integration, which has
been ongoing since the 1970s. So far, 19 out of 28 member states of the EU have adopted the
euro and more are obliged to followdea on the Maastricht Tredtylhe bloc of countries
still does not exactly satisfy all the criteria for optimum currency area (OCA) theory (De
Gr auwe, 2010) and, di sturbingly, the fAnet b
ti meo ( Ai z)e Despite the facd th&t inflation convergence is not an OCA
prerequisite, it remains a major issue that has received substantial attention in the past
literature (reviewed in SectioR.2 of this chaptex Further, recent economic developments
have introdaed new factors that might impact inflation convergence in the EU.

We revisit the topic of inflation convergence and we operate on the scale of the entire
EU. Plus, we introduce several factors of convergence into the analysis. This is novel in the
literature. We approach the topic from the perspective of relative (or conditional)
convergence, which implies that the series have converged toward anvem@nt
equilibrium value, i.e., the inflation differential between the country and the EU a®la wh
converges to a nerero value as in Durlauf and Quah (1999). If the inflation differential
converges to zero, this is absolute (or unconditional) convergence as in Bernard and Durlauf
(1996)! Our emphasis on relative convergence is motivated by faers. First, relative
convergence is studied in Lopez and Papell (2012), who use theseatsmal average as the

5We do not analyze price level convergence unlike e.g. Lutz (2004) or Fischer (2012).

6 An optout clause was negotiated by Demknand the United Kingdom. These countries are not obliged to join

the euro area in the future. Sweden declined euro adoption in a 2003 referendum and is not expected to join the
euro area.

7 Given the low inflation rates in the EU, unconditional convergence represents an interesting opportunity that is
left for further research.



inflation benchmark. Further, the adequacy of relative convergence is also advocated for by
Siklos (2010) for theviaastricht inflation aterion benchmark. Second, the choice of relative
convergence complies with unit root testing strategies: when testing for a unit root using the
Augmented DickeyFuller (ADF) test, one should start with the version of the ADF test which
includes the interept (Dickey and Fuller, 1981). Third, we include in our specification
dummy variables capturing the factors of inflation convergence in the EU that, in fact,
represent structural breaks to the intercept. This approach makes the inclusion of the intercept
and the study of relative convergence a compatible option.

Our analysis is motivated by questions that are grounded in recent economic
developments along with the process of EU integrattorst, we are interested in whether
there was weakanflation convergence in the EU in the period after September 2008, when
the global financial crisis (GFC) erupted. Further, the GFC was immediately followed by the
European sovereign debt crisis unt i | Jul y
facilitated a turn in the European sovereign debt crisis (Afonso et aB).2dth crises had a
heterogeneous impact on the evolution of the gross domestic product (GDP) across EU
countries and this implies that inflation rates were likely affected in a hetemgemanner
as well (Groot et al., 2011). Second, following the GFC and the European sovereign debt
crisis, several countries have been confronted with a zero lower bound (ZLB) or zero interest
rate policy. The ZLB constrains conventional monetary poling bas been shown to be an
important factor affecting inflation persistence (Buiter, 2009; Swanson and Williams, 2014).
All three periods (the GFC, the European sovereign debt crisis, and the ZLB period) can be
regarded as unique events with potentiallgtalitive impacts on the process of inflation
convergence in the EU via various economic channels (Cheung et al., 2010; Ball, 2013;
Fratzscher, 2012; Lane, 201Qlaessens and Van Horen, 201%Bhird, the EU enlargement
and integration process requires thatet of strict criteria, labelled asquis communautaire
(AC), are fully met by prospective new members before EU accession (Grabbe, 2002). The
AC guarantees that new EU members are sufficiently close to the old members in terms of
economic and institugnal levels (Hille and Knill, 2006). Hence, during the period of the
implementation of AC, prospective EU members already exhibited some effort towards
alignment with the rest of the EU. Such an effort in economic terms might have contributed to
a decreas in inflation differentials. Thus, we ask whether the implementation of AC led to
stronger inflation convergence in the new EU member states.

To answer our questions, we perform an empirical analysis in which we use data on
the harmonized index of consumgrices (HICP) over the sample period 162@17. The
reason for the use of this measure is anchored in the definition of the Maastricht inflation
criterion and circumvents heterogeneous definitions of the Consumer Price Index (CPI)
measure across counsig-or each EU country in our sample, we construct a series of annual
inflation rates with monthly HICP data and consequently also a series of inflation
differentials.We assume three types of inflation benchmdikthe crosssectional average

(Kol emdd aPapel |, 1997, Lopez and Papel |, 2012
close to, 2% over the medium termd pursued b
(i11) the inflation rate based olns, 2000 Maastr

In our analysis, we follow and extend the methodological approach used by Lopez and
Papell (2012) byemploying a seemingly unrelated regressions (SUR) framework based on
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ADF tests under the assumptioncointemporaneous correlatiamong errorsThis method is
supposed to deliver more efficient results than separate ordinary least squares (OLS)
regressions (Breuer et al., 2008Je enrich the ADF equation for each country with dummy
variables corresponding to the factors potentially affectifigtion convergence. The dummy
variables account for the ZLB, account for the implementation of AC, and can be understood
as structural breaks to the intercept. Since we depart from the standard ADF test specification,
we derive countnspecific critical \alues via Monte Carlo simulations.

We estimate our model specification (introduced in SecBd separately during
1999M1T 2008M8 and 2008M2017M12 for all three inflation benchmarks with additional
dummy variables (ZLB, AC) as covariates. We split thmgles to reflect the structural break
in the series of inflation rates around the onset of the GFC. In this way, we can assess whether
the extent of the convergence dynamics was different in therigie and the crisis/postisis
periods as the effeshortly after the GFC was already shown by Lopez and Papell (2012).
We also provide a robustness check of our main results as-estimeate the model for the
crisis/postcrisis years (2008M2017M12) with a core inflation measure instead of the HICP
to asess whether our baseline results are robust with respect to a significant fall in the oll
price in 2014.

Our paper contributes to the literature on inflation convergence in Europe in three
ways. First, we assume that based on the Maastricht Treaty,shma&prity of EU member
states will have adopted the common currency at some point in the future. Therefore, we
focus on the entire EU, rather than on the euro area or old and new EU member states
separately. Second, the period under investigation spamsif999 to 2017. Hence, we cover
the period from the euro introduction almost up to the present day. In this respect, we provide
new results as so far there has been little research on inflation convergence during the GFC,
the European sovereign debt jghe ZLB period, or the process of fulfilling the AC. Third,
unlike most empirical studies of inflation convergence in Europe, we assume a comprehensive
set of three inflation benchmarks.

The chapteris structured as follows. Sectich2 offers a reviewof the previous
research on inflation convergence in Europe. Se@i8mpresents data, variables, and testable
hypotheses. In Sectidh4, we describe the methodological approach. We display our results
and inferences in Sectidb. The last section concludes.

2.2 Literature review
The topic of inflation convergence in Europe has drawn substantial attention, but empirical
research is frgmented and differs in several ways. First, various target groups of countries are
analyzed. Second, the array of methodological approaches is broad. Most studies, however,
favor unitroot testing either in time series or panel unidt versions. Third he definition of
the inflation benchmark varies. Fourth, the literature unsurprisingly provides vastly different
conclusions on the presence of inflation convergence in Europe.

We divide the literature into three subgro@psflation convergence in the EUn
current euro area members, and in prospective euro area ménalperdriefly review the
studies closest to our analysis.

2.2.1 Inflation convergence in the EU



Kol enda and Papell (1997) analyze inflation
earlier European Monetary System (EMS). They employ a panel version of the ADF unit root

test for which they compute finite sample critical values using Monte Carlo simulations. The
findings of Kolenda and Papel | cdne@énde)nthé oc u me
EU that is even stronger for countries participating in the Exchange Rate Mechanism (ERM).
Since the ERM can be understood as a constraining exchange rate arrangement, it seems that
the ERM helped to facilitate gradual disinflation inuotries with relatively high initial

inflation rates: low inflation was imported from Germany, a country with comparatively more

stable macroeconomic fundamentals.

2.2.2 Inflation convergence in the euro area

Lopez and Papell (2012) study the convergesfaie inflation rates of countries constituting

the initial members of the euro area and find rather robust evidence of convergence after the
introduction of the Maastricht Treaty and especially after the adoption of the common
currency in 1999. Moreovel,opez and Papell (2012) show that after the onset of the global
financial crisis, inflation rates of the euro area members mostly do not deviate from the path
dictated by the monetary policy of the European Central Bank (ECB). On the methodological
level, the authors employ a set of ADF tests in the seemingly unrelated regressions (SUR)
framework, while assuming a homogenous rate of convergence across the euro area countries
and a crossectional average inflation rate as the benchmark.

A contrasting findng is in Giannellis (2013). He employs a threshold unit root test,
uses the crossectional average as the inflation benchmark, r@pdrts that most euro area
members exhibit rather persistent inflation differentials. This implies that the EGBizme
fits-all policy might not be optimal for all countries using the common curtency

Next, Lee and Mercurelli (2014) use the structural vector autoregressive framework to
examine if shocks affecting the economies of France, Germany, and Italy have become more
symmetric after the adoption of the common currency. The authors uncover clear evidence in
favor of more symmetric shocks after the advent of the euro that was temporarily interrupted
by the GFC but surprisingly not at all by the turmoil caused by theceisie after 2010.

2.2.3 Inflation convergence in the prospective euro area countries

Kol enda et al . (2006) examine among other t

member states. They also tackle the performance of inflation target@gninal and Eastern

European (CEE) countries (the Czech Republic, Hungary, Poland, and Slovakia). On the

methodological level, the authors employ the Vogelsang (1997) test for inflation convergence,

which allows for endogenously determined structural tgedke estimation results imply

that the majority of new EU member states (i) were able to reduce inflation rates to the level

of old EU countries between 2000 and 2005 and (i) managed to avoid repeated divergence

from the path that the countries guidgdtbe ECB follow. The findings also speak in favor of

the inflation targeting framework, which might have helped some new EU member states to

better align their inflation rates with thos
Next, Cuestas et al. (206) focus on the recent pegtsis years and a group of Central,

Eastern and Southeastern European (CESEE) countries. They (i) show that the GFC should be

considered when estimating series of inflation differentials, (ii) find evidence of structural

10



breals and noflinear elements in inflation differentials, and (iii) conclude against the
convergence of inflation rates of CESEE countries with respect to the euro area average
inflation rate.

Finally, Siklos (2010) employs both a univariate and multivariai¢ wot and a
cointegration test and adds covariates into the ADF tests to increase their power. He provides
a favorable conclusion on the extent of inflation convergence among new EU member states.

2.24 Summary of the literature
In Table2.1, we provide a summary of the literature on inflation convergence in Europe. We
mention several characteristics in line with the introduction to Se2tibrthe target group of
countries, methodology, inflation benchmark, and results.

Interestingly, mosstudies use the crosgctional average as the inflation benchmark.
Also, two papers that consider modified ADF tés@Giannellis (2013) andCuestas et al.
(2016)p find evidence against convergence. In our analysis, we attempt to reconcile the latest
trendsin the inflation convergence literature with a traditional approach: we employ the ADF
SUR test as in Lopez and Papell (2012) but to some extent allow for structural breaks in our
specification, similarly to Cuestas et al. (2016), as we include additthmamy variables
capturing factors of inflation convergence. Moreover, to provide a richer set of results, we use
two additional inflation benchmarks apart from the cresstional average: the Maastricht
benchmark and the ECB (2011) targefiddb e | owl obe@ett o, 2% ov.er t he 1

2.3Data, variables, and hypotheses

We collected a dataset of monthly inflation rates for all current EU members as it is
reasonable to assume that the vast majority of them will have adopted the common currency
at somepoint in the future, based on the obligations set by the Maastricht Treaty.

The period under study spans from January 1999 to December 2017. We choose
January 1999 as our starting point for two reasons. First, January 1999 is a breakthrough for
old EU menber states as it marks the introduction of the common currency. Second, by 1999,
the vast majority of the new member states of the EU (entered in 2004 and later) had already
applied for EU membership and their enat,cessi o
2006). We include the new EU member states in the dataset from the very start as they might
have immediately begun exhibiting some effort towards the alignment with the old EU
countries, possibly also in terms of the synchronization of inflaatasr

2.3.1 Inflation rates and inflation differentials

We work with annual inflation rates based on monthly HICP data from the Eurostat d&tabase.
This measure is defined for countrgnd time period as:

“v 1 70060 |1 0060 h (1)

8 We opt for the HICP measure over the Consumer Price Index since the Maastricht convergence criteria
explicitly operate with HICP and approaches to CPI measurement differ across countries. We acknowledge that
HICP is partly comprised of very volatile food and energy prices and we address this shortcoming by employing
a core inflation measure as a robustness chedkédarisispostcrisis period.
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wherel TO"06;0 is the HICP value for the current month dnd’O'06:0  is the HICP
value from one year ago.

The summary statistics (mean, median, and standard deviation) of the series of
inflation rates for all 28 EU member states are shown in Figutel he volatility of inflation
rates has decreased dramatically over the years. The current very low irdtatimnment in
Europe is reflected by very low values of the cresstional mean and median, which has
been around zero in recent years but started to gradually increase in 2017. Generally, there is
also a pattern of disinflation in the EU over the lagb tdecades, except for the time
preceding the GFC.

Further, in Figure21 we al so present the dynamics
medians and standard deviations separately for the 15 old EU member states and the 13 new
EU member states. In the ellJ group, one can observe meaverting behavior for all
three measures. In the nd&J group, relatively high values of inflation rates are present in
the beginning of the sample. These might be explained by the adjustment of relative prices in
the new EU mmber states during the transition process that led to higher inflation (Holub and
Li h8§k, 2001) . Mor eover, high capital i nfl ows
as well (Staehr, 2010). Still, some decrease in inflation during the entirdespenmod is
visible. Interestingly, the years following the GFC show a comparable behavior of inflation
ratesé descriptive statistics in both groups

Next, we construct a series of inflation differenti@ls as:

Qy “h " h (2
where* is the inflation benchmark for time periad We assume three types of
inflation benchmarks(i) the crosss e ct i on all average (Kolenda an

Papell, 2012), (i)the nf | ati on t ar get of Abel ow, but cl ¢
pursued by the European Central Bank (ECB, 28&hx (iii) the inflation rate based on the
Maastricht criteria ( Kol®&igulea Ala and Alb.show tBe 0 6 ;
evdution of the inflation rate for each EU member state with respect to the three inflation
benchmarks.

2.3.2 The global financial crisis and the European sovereign debt crisis

We assume the occurrence of the global financial crisis (GFC) and the Europesgign

debt crisis as events potentially affecting inflation convergence in the EU for two reasons.
First, the GFC proved to be a distortive/transformative phenomenon in several economic
activities: international trade flows (Chor and Manova, 2012), ajlotapital flows
(Fratzscher, 2012), the interdependence of global stock markets (Cheung et al., 2010), and to

® Thecurrent definition of the inflation benchmark was adopted by the Governing Council of thim RG&3

but was preceded by t he t dSageand Stufm, 2007k Foothe ECBAdrgetdveef i n e d
folowthe quanti ficati on @8)fandkse l.8580dmap@axithatidhafrth@americé 0 1
benchmarkor the entire sample period

0 Following the standard practice in the literature, we construct the inflation benchmark based on the Maastricht
criterion as the average of the three lowest-nepgative inflation rates of the EU member states in a given

month.
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some extent global bankin€laessens and Van Horen, 201/) the context of the EU, the

GFC had a profound impact on sovereign bond yieldstlaaevolution of public debt in the

case of the euro area periphery, which in fact to a certain extent triggered the European
sovereign debt crisis (Lane, 2012). Moreover, the latter crisis started to subside only after
Mari o Draghi 6s f 20020Afanso etpale 2@). ISecond, bathuctisgs had a
very heterogeneous impact on the evolution of GDP across EU countries, which implies that
inflation rates were also likely affected in a heterogeneous manner (Groot et al.,T204sl).
inflation convergence in the EU was potentially affected by both crises.

On the other hand, the pace of inflation convergence in the EU might have been
sustained after the onset of the GFC because most of the EU countries had been members at
least since 24, some even sharing the same currency. Thus, the advantage of several years
of common precrisis development might have proven helpful: although the GFC and the
European sovereign debt crisis might have disrupted the ongoing processes, it could not have
reversed the processes, similarly to what Lee and Mercurelli (2014) as well as Lopez and
Papell (2012) show. Based on the above reasoning we formulate theffastdhypothesis:

Hypothesis #1: Inflation convergence in the EU does not substantiallyewadter the global
financial crisis or during the European sovereign debt crisis.

Like other empirical studies, we consider the fall of Lehman Brothers in September 2008 as
the event that arguably triggered the acute phase of the GFC (von HagenCdt1al.|rileed,

when we perform the endogenous break test of Vogelsang (1997), we identify the existence of
structural breaks in inflation rates around the onset of the GFC; Lopez and Papell (2012) and
Cuestas et al. (2016) raise similar concerns. The pattefigures Ala and Alb documents

the breaks graphicallyn line with the above, we perforseparate regressions for the -pre
crisis and the crisis/postisis periods and we assess Hypothesis 1 by comparing the values of
convergence coefficients for caues with converging inflation rates in both periods.

2.3.3 The zero lower bound

As the next factor potentially affecting inflation convergence in the EU, we consider the
period of the zero lower bound (ZLB). This phenomenon has been analyzatinfist a
decade because it constrains monetary policy as its standard tools became insufficient to
stimulate economies in the pagisis world (Buiter, 2009; Swanson and Williams, 2014). It

is unsure to what extent unconventional instruments can affietion and it might well be

true that steering inflation in such an environment is relatively more cumbersome than in
normal times (Ball, 2013). Based on the above we formulate theefieBt hypothesis:

Hypothesis #2: Inflation convergence in the EU dloet weaken during the period of zero
lower bound.

We assess the ZLB hypothesis by creating a ZLB dummy which is relevant for the crisis/post
crisis period (2008M®2 01712) only. We follow the approa
who assume that the ZLB applies for a value of 0.5% or lower. This correspmnvalues

when globally important central banks in the US, UK, euro area, or Canada started to
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implement their ZLBrelated policies (Buiter, 2009; Swanson and Williams, 2014). It should
be noted that the vast majority of the EU finds itself in the stnaif the ZLB nowadays.
Moreover, no country except for Sweden has so far managed to escape the ZLB once reaching
it. Table Al contains detailed information on the ZLB dummy classification. Importantly, the
interpretation of the coefficient of the ZLB dumy depends on the sign of the inflation
differential. In other words, one has to check if the inflation rate for each EU member state
was, during the periods indicated in Table Al, above or below the inflation benchmark. If the
inflation differential was agative (the inflation rate of a given country is lower than the value
of the inflation benchmark) and at the same time the coefficient of the ZLB dummy is
negative and statistically significant, one can conclude that the period of the ZLB had a
distortive impact on the convergence of the inflation rate of a given country towards the
benchmark (see also Figures Ala and Alb).

2.3.4 The implementation of acquis communautaire

The term acquis communautaire (AC) represents, broadly speaking, all accumuldtasd EU
that a candidate country for EU membership must adopt prior to actual accession (Grabbe,
2002). The AC set guarantees that new EU members are sufficiently close to the old members
in terms of economic and institutional levels (Hille and Knill, 2006¢ hypothesize that the
period when common EU law was implemented before the accession of new members in the
2000s might as well coincide with a period of stronger inflation convergence. It might have
been achieved as a 4pyoduct of broader harmonizatiorffa@ts. On the other hand, the
implementation of AC required several reform steps that might have created heterogeneous
shocks in the economies of the new EU member states, including effects on the inflation rate.
Based on the above facts we formulatefdtewing AC hypothesis:

Hypothesis #3: Inflation convergence in the EU does not weaken during the period of the
implementation of acquis communaugain the new EU member states.

The AC effect relates only to 13 new EU member statethe precrisis period
(1999M1 2008M8) The value of the AC dummy is 1 during the relevant periods shown in
the Table Al and 0 otherwiséThe effect of AC is assessed in the same way as the effect of
the ZLB: one has to consider the sign of the irdladifferential in the period when the AC
was implemented in the new EU member states.

2.4 Methodology

2.4.1 Model specification

We follow and extend the methodological approach of Lopez and Papell (2012), who use an
ADF-SUR test with contemporaneously correlated eris.refine the test with an addition

of dummy variables as covariates to capture the factors of inflation coneergethe EU. In

this way we control for potential structural

1 The AC dummy is coded 1 from the point when the first AC chapter starts to be implemented in a particular
country until the moment when the i#C chapter is closed.
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Cuestas et al., 2016). The following specification with covariates is then jointly estimated in
the seemingly unrelated regressions (SUBRNework for the 28 member states of the EU:

YOr | %Qp I eYQr 106 1 O0Q -

3)

whered denotes the inflation differentiako is the countryspecific rate of convergence for
"Q ph8 hg g is the countryspecific intercept fofQ ph8 hc gL is the optimal number of
lags;ZLB s the zero lower bound dummiC stands for thecquis commuautaire dummy;
and- is a white noise process for which we assume thatt8  ; has a covariance
matrix that needs to be estimated to capture the contemporaneous correlatiosub$eript

defines the time span of the analysis, which depends on the optimal number®f lags.

The estimated values of coefficie&[ , and provide information on the presence
of inflation convergence in the EU and on the effect of two covariates capturing the factors of
inflation convergence, respectively. Note that by the construction of the ADPstasil)
typically be lower than 0. Howeven the basic specification of the Dick&iller test,

Q | "Q - h (4)

the autoregressive parametemill typically be lower than 1. The parameté&and” are
related in the following way:

" % p. (5)

In our results, we report values of the coefficientvhich is in line with the results reported
in Lopez and Papell (2012). More details about the estimation method are provided presently
in the next section.

24.2 Estimation method

We conduct the estiation procedure in three steps. First, we analyze the series of inflation
differentials for each country separately in the ADF specification with the intercept, as we test

for relative convergence. To do this, we determine the optimal lag order of thée&Dksing

a recursive |l ag selection technique similar
perform the ADFSUR test originally introduced by Breuer et al. (2002), vhow that

whether the ADFSUR test has additional power over equatignequation ADF tests
depends on the characteristics of the contemporaneous correlation. The test was refined by
Lopez and Papell (2012), who gain additional power by imposing two additestattions:

12 For example, if 12 lags are chosen as the optimal number for the ADR¢esthé starting periods p o
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() the sum of the intercepts equals zero, which is true by construction with thesectismal
average as the benchmark and (ii) the rate of convergence is equal across countries. While the
second restriction is arguable, we apply the frmestriction in case of the cressctional
average benchmark and test for the adequacy of the QUIFF test using the Breus¢tagan
test, which has a null hypothesis of no contemporaneous correfafldnird, we add the
dummy variables into the ADBUR framework to see the impact of potential factors of
inflation convergence in the EU and split our sample period into thergis period
(1999M1T 2008M8) and the crisis/postisis period (2008MR2017M12) toassess whether
there were different convergendgnamics in these periodd/e generate critical values of the
convergence coefficientstatistics for each country using a Monte Carlo simulation with
10,000 replication&* We can then use those critical values for evidence on the presence of
inflation convergence for each country in our sample.

From the theoretical point of view, a key step in the SUR approach is the estimation of
a covariance matri¥/, capturing the relationships among residuals in each time period. The
covariance matriy/ has to be determined from the residuals from the indali@quations.
Following the procedure from Zellner (1962), we estimate the diagonal elements of Vhatrix
as:

L™ (6)

wherei denotes the residuals from thth equationn the number of observations, akitthe
number of explanatory variables in tiith equation. Ofidiagonal elements are obtained as:

i 8 (7
s ot o

Since we consequently use an estimated matrix in estimating oumuodgl, we note that the
feasible generalized least squares is our main estimation technique.

A key merit of the SUR approach is that it allows us to exploiame information
about the composition of our sample to impose a certain structure on the vanaadance
matrix. In the spirit of Zellner (1962), the varianoavariance matri¥/ can ke formulated as:

” ’OEA
R &€ E & h (8
0 E

13 The restriction is not valid (or used) for the ECB target and the Maastricht inflation benchmark.

“The simulation process is the same as described in
lag length is first estimated for each seriédndlation differentials and the sample variance is stored. Next,
10,000 artificial processes governed by the estimated parameters of the estimation from the previous step are
generated, followed by the estimation of the cousprgcific convergence eqi@t (including the covariates)

from which the critical values are obtained.
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whered phB H denotes the total number of equations. Diagonal elements express that
although there can be different variances in different equations, in an individual equation, the
assumption of homoscedasticity and no serial correlation must hold. This is realistic,
considering the ADF test is conducted in the OLS framework and exploiting the fact that we
explicitly remove any serial correlation from the error term by insertingldabs of the
dependent variable into each equation. As fordadyonal elements, they imply that error
terms can be correlated across equations. The covariance is, however, restricted to be constant
over time (Zellner, 1962). This assumption is more realthan assuming no correlation
among error terms at all, though.

Finally, having a general model in the matrix notation ®w! 0, we can estimate
the parameter vectpr and the varianceovariance matrix df using the feasible generalized
least squares approach like Zellner (1962):
@ OO O o dh (9)
QYL A o ® 8 (10)

2.5Results

We present our results in three subsections. First, we discuss the result®\Dithest for
relative and absolute convergedfeThen, we conduct the ABBUR test for relative
convergence to assess the effect of contemporaneous correlation. Second, since we detect
structural breaks associated with the GFC we split the sample intpréeisis period
(1999M1 2008M8) and the crisis/postisis period (2008MR2017M12) to see if the
dynamics of inflation convergence in the EU were different before or after the onset of the
GFC. Further, we refine the ABSUR test by adding two dummy valbles to capture the
effect of the ZLB and the implementation of the AC. Third, we present a robustness check of
our results for the crisis/postisis period when we use a core inflation measure instead of the
HICP. We perform this estimation to see ifraesults are robust with respect to the notable
fall in the oil price in 2014. All estimations are performed for all three inflation benchmarks to
gain comprehensive evidence on inflation convergence in the EU.

2.5.1Preliminary results: the ADF test and the ABFUR test

In the preliminary steps on the counsyecific level, we firsbbtain the optimal lag length of

12, 13, or 147 Despite the fact that we study relative inflation convergence, for the sake of
basiccomparison we also provide the results of the ADF test for both absolute and relative
convergence for all three inflation benchmarks in the sample period 209D (reported in

15 After the estimation of the SUR framework, the BreuBelgan test statistic reports the suitability of the
assumptiorof correlated errotsThis is routinely reported by STATA.
16 Stochastic convergende a group oN inflation time series*( ) is defined as:

aQa “g B -~ "0 - for'Q pi h) (N=28in case of the EUlyhereOis the information set

at timeodif — 11, we have absoluteonvergence as in Bermard and Durlauf (19@6lile—  1timplies
relative convergence as in Durlauf and Quah (1999).

7 Thisreflects the fact that during the construction of a series of yearly inflation rates from monthly data, an
artificial moving averge process of order 12 is created (Lopez and Papell, 2012).
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Table A2). The comparatively less persuasive evidence of relative convergaraesed by
the fact that the ADF test with a constant intercept has generally less power than the ADF test
with a zero intercept. This is documented in the context of inflation convergence by Busetti et
al. (2007). Still, we could prefer absolute convewxge (zero intercept) over relative
convergence (constant intercept) if and only if we obtained a statistically insignificant
estimate of the intercept together with the evidence for relative convergence. This is the
standard procedure in unit root test{ijckey and Fuller, 1981). However, we mostly do not
find evidence for relative convergence and a statistically insignificant estimate of the intercept
at the same time as Table A2 shows. This implies that we cannot neglect the intercept from
the model, ad thus we need to consider relative convergéhce.

Next, assuming relative convergence, Table A3 reports the results of th&SBRF
test. For the crossectional average, we apply the restriction that the sum of the intercepts
over 28 equations is zero msLopez and Papell (2012) to gain additional power of the ADF
SUR test. Indeed, we obtain evidence that more inflation rates have converged with respect to
the inflation benchmarks than in case of the equdiieaquation ADF tests for relative
convergene. This is true especially for the ECB target. Overall, we find that 26 countries
have converged in the case of the ECB target, 20 countries in caseMddbicht inflation
benchmarkand 17 countries in case of the crgsstional average. The validitf the ADF
SUR test is confirmed by the results of the BretBalgan tests of independence of error
terms across 28 equations:v@lues are virtually zero with the null hypothesis of
independencé

2.5.2Estimation results: precrisis and crisis/postrisis periods

In Tables2.2i 2.4 we report the estimation results of model (3) during thecpses period
(1999M1 2008M8) and the crisis/postisis period (2008MR2017M12) for all three
inflation benchmark. We split our sample following the evidence of structural break
correlating with the onset of the GFC based on the Vogelsang (1997) test.

We focus on the statistical significance of the convergence coefficiant identify
several patterns. First, dog 1999M1 2008M8 and irrespective of the inflation benchmark,
inflation convergence among the EU countries is found to be moderately present: the number
of converging countries ranges from 10 countries in case ofMaastricht inflation
benchmarkto 20 for the ECB target. The evidence for the cresstional average (12
countries) is only marginally stronger than in the case of the Maastricht criterion benchmark.
Second, we obtain strong evidence that the inflation rates of a large humber of EU countries
have converged with respect to all three inflation benchmarks in the crisisf{Bistperiod
(2008M9 2017M12), which includes also the European sovereign debt crisis. The evidence of
convergence is especially substantive in case of the ECB target (2friesuand the
Maastricht inflation benchmarn25 countries) but resonates also well with the esestional
average (19 countries). These results imply that inflation rates across the EU do not

18 \We perform the ADF tests over the entire sample period {ZIHY). The results of the ADF tedtas well
as the ADFSUR tesd consideredseparately for the prerisis and therisis/postcrisis period reveal the same
pattern that supports relative convergence. The results for the split samples are available upon request.
19 Moreover, the Rest of the hypothesis that all intercepts are jointly equal to zero is rejected foeall t
inflation benchmarks at the 10% level. We consider this additional support for the choice of relative
convergence.
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permanently deviate f r omintrdeent yéafs Bnal are ig aomatriast f o r
with Giannellis (2013), veizedits-all paliay Imighd ros bet h a t
optimal for inflation convergence.

Next, the estimated values of the convergence coeffitieain be used for additional
intempretation of the convergence strength in a similar way as in Lopez and Papell (2012). A
higher value of thé coefficient means that an inflation differential is more persistent: any
shocks would have longer lasting impacts on inflation. In other wotiigher value of thé
coefficient indicates weaker inflation convergence and a smaller value 6f ¢befficient
indicates stronger inflation convergence. As a result, we can compare the values of the
convergence coefficients before and after the GéiGHe EU countries that in both periods
exhibit converging inflation rates. From Tab[2&i 2.4 we see that, on average, convergence
coefficients for such countries are about the same before and during/after the GFC.

In order to provide a finer assessmeme translate the information from TabR&i
24 into the graphical presentation shown in Figdr2. Here we plot the values of the
convergence coefficients in the pasisis period against those in the qorésis period; the
plot covers only those EU countries with converging inflation rates in both periods. The
horizontal (vertical) axis shows thealue of the convergence coefficient in the -prsis
(crisis/postcrisis) period. Three symbols represent three inflation benchmarks. Symbols
above the 4&legree line show countries with weaker inflation convergence in the crists/post
crisis period (compad to the prerisis period). Symbols below the 4ggree line show
countries with weaker inflation convergence in the-gnisis period (compared to the
crisis/postcrisis period). The diagonal line represents domain of countries with the same
convergene strength in both periods. The plot in Fig#2 shows a largely symmetric
pattern that holds for all three benchmarks. The symmetric pattern implies that none of the
benchmarks brings decisive evidence in favor of a weakening or strengthening of the
corvergence between the two periods under research. Further, most of the symbols lie close to
the diagonal line. In other words, despite the fact that individual convergence rates differ
among countries and between jresis and crisis/postrisis periods, lte strength of the
convergence remains on average the same. As a result, we cannot reject Hypothesis 1 and
conclude that inflation convergence in the EU has not noticeably weakened in the crisis/post
crisis years compared to the gmesis period. In conjaction with the evidence that inflation
convergence has become more widespread after September 2008, we can also conclude that
inflation convergence in the EU was not permanently disrupted by the GFC or the European
sovereign debt crisis. Lopez and Pag2012) provide a similar conclusion, but considering
only a brief postrisis period as their analysis ends in April 2010.

In the supplementary Figur@.3 we summarize the intéemporal convergence
strength results for individual benchmarks and countagain, the plots cover only those EU
countries with converging inflation rates in both periods. For the ECB target we detect 10 (9)
cases of weaker (stronger) pasisis convergence (Panel a). The result of a virtually
unchanged convergence strengthviglent here as all symbols lie very close to the diagonal
line. For theMaastricht inflation benchmanke detect 4 (3) cases of weaker (stronger)-post
crisis convergence (Panel b). In case of the esesfional average the score is balanced
(Panel c). Som countries (Greece, lItaly, Luxembourg) exhibit either weaker or stronger
convergence after the crisis depending on what benchmark is assessed. On the other hand,
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Denmark and Hungary exhibit stronger and weaker-piasits inflation convergence for all
three inflation benchmarks, respectively. In any event, the detailed results presented in Figure
2.3 are in line with the aggregate message presented in Rduthat the strength of the
inflation convergence was not disrupted by the period of distresthelfuit seems that the
ECB6s target of price stability, embodi ed
strategy that is positively linked to the convergence of inflation among the EU countries as
evidenced by the frequent occurrence of convergeaituring both periods under research.
This outcome is also indirectly supported by the positive link between inflation targeting and
infl ation persistence documented by Kol enda

Further, we find that the convergence process was not nelgatmpacted by the
period of the ZLB, either (Tabl@.2i2.4). In the cases of the ECB target and the eross
sectional average, the negative effect of the ZLB slightly prevails over the beneficial impact,
and the opposite pattern is observed forNteasticht inflation benchmarkThe evidence on
the sign of the effect of the ZLB varies even for the same country across the three inflation
benchmarks (e.g., Cyprus, Germany, Sweden). Overall, there is no persuasive pattern that the
ZLB period would induce a ide-scale weakening of inflation convergence with respect to
any of the three benchmarks. These results provide enough evidence not to reject Hypothesis
2.

Finally, in Table2.2i 2.4 we also report an ambiguous effect of the implementation of
the AC on theinflation convergence of new EU member states. This result might be
influenced by the fact that there are few statistically significant results on the AC dummy. On
the one hand, for some countries, the implementation of the AC did not contribute to greate
inflation convergence (e.g., Hungary, Romania, Slovenia). On the other hand, the AC effect is
mostly beneficial for Baltic countries. Overall, the results underscore the capscyfic
effect of the AC and point to a nagjection of Hypothesis 3. Inegeral, there is not enough
evidence in favor of a positive impact of the AC implementation on inflation convergence.

2.5.3 Robustness check

We perform a robustness check of our results for the crisisépes& period (2008MO
2017M12) by analyzing inftéon convergence using a different price index to account for the
fall in oil prices in 2014. Instead of the #téms HICP we now employ a core inflation
measure: HICP excluding food and energy pri€dn. Table2.5 we show that the inflation
rates of most countries have converged in the crisisfp@s$ period, which supports our
baseline results. The evidence on the effect of the ZLB is again ambiguous. Interestingly,
similarly as in the results using the HICRasure, the effect of the ZLB period on inflation
convergence is distortive for Malta (cressctional average) and Cyprus, Denmark, and
Slovakia (ECB target). Further, the results shown in Taldeare broadly consistent across

the inflation benchmarksniterms of the statistical significance and even the magnitude of
coefficients. Finally, we conclude that our baseline results are robust and are not corrupted by
the oil shock in 2014.

2.6 Conclusions

20The analysis before 2008 is precluded due to the unavailability of data for the core inflation measure.
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We analyze inflation convergence among countriee@Buropean Union (EU) in the sample
period from 1999 to 2017. Inflation convergence is one of the Maastricht prerequisites to join
the Economic and Monetary Union and since the vast majority of EU countries will have
adopted the common currency at somenpm the future, it is needed to analyze inflation
convergence among EU countries even today. Our analysis is performed from the perspective
of recent economic developments along with the process of EU integr&peuxifically, we

assess how inflationooivergence in the EU is affected by the global financial crisis (GFC),
the European sovereign debt crisis, the period of the zero lower bound (ZLB), and the
implementation of the acquis communautaire (AC), eg. the common EU law each candidate
country is oliged to implement prior to EU accession.

Our analysis contributes to the literature on inflation convergence in Europe by
focusing on a larger sample of countries (all 28 EU member states), using a longer sample
period (until 2017), andmplementing a comprehensive set of three inflation benchdarks
crosssectional average, the ECB targetfiob e | o w, but close to, 2% o
and the inflation benchmark based on the Maastricht criteria. We use theSBWRF
framework for relative convergence that allows for contemporaneous correlation among
errors, similarly to Lopez and Papell (2012). Further, we refine the model specifibgtion
adding dummy variables for two factors of inflation convergence (ZLB, AC). These dummy
variables in fact represent structural breaks to the intercept and their inclusion is compatible
with the definition of relative convergence.

Overall, we report comphensive evidence of inflation convergence among EU
countries that became even more widespread after the global financial crisis. At the same
time, the convergence process has on average not weakened compared taribes pesars.

These two results toteer imply that the process of inflation convergence in the EU has not
been permanently disrupted after the GFC. We further show that the period of the ZLB has
not induced a widscale divergence of inflation rates from any of the benchmarks. The effect
of the implementation of the AC is inconclusive amks not support the idea that new EU
member states might have worked on their alignment towards the EU also in terms of
inflation rates prior to their accession to the EQr results are generally robustross all

three inflation benchmarks and with respect to the use of a core inflation measure in the
crisis/postcrisis period.

Our findings complement the earlier resul
and Papell (2012), who report evidence indiawf inflation convergence for the old EU
member states before (Kolenda and Papel |, 1

introduction of the common currency. Further, we determine that the inflation rates of the new

EU member states are synchradzwith those of the old EU member states even after the
GFC and t hus follow the process observed
comprehensive evidence on inflation convergence among all EU member states in recent
years implies that inflation ratesc r oss t he EU do not per manent
goal for price stability. Consequently, inflation synchronization does not seem to pose a
challenge for further enlargement of the euro area.
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Table 2.1: Summary of the literature on inflation convergence in Europe

Study Target group Method Benchmark Results
Ko| enda an| EUmember states Panel ADF, Monte Crosssectional | In favor of convergence
(1997) (1997) Carlo average
Lopez and Papell Initial euro area ADF-SUR test Crosssectional | In favor of convergence, botl
(2012) members average after the Maastricht Treaty
and euro introduction
Giannellis (2013) Euro area members | Threshold Crosssectional | Evidence against
(2009) autoregressive unit average convergencepnesizefits-all
root tests policy of the ECB not
optimal
Lee and Mercurelli France, Germany, Structural vector none Evidence in favor of more
(2014) Italy autoregressive model symmetric shocks affecting
France, Germany, and lItaly;
the process natecisively
interrupted by the GFC
Kol enda et| NewEUmember Vogelsang test Maastricht In favor of inflation
states (2004) (structural breaks) convergence
Cuestas et al. (2016) | CESEE countries ADF test allowing for | Euroarea Evidence against
nonlinear elements | average convergence; structural

Siklos (2010)

New EU member
states (2004)

Unit-root,
cointegration tests

inflation rate

Maastricht

breaks, noflinearities
present
In favor of convergence
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Table 2.2: Convergence towards the crossectional average

Precrisis period (1999Mi12008M8) Crisis/postcrisis period (2008M82017M12)
couny g:ff][::leo:tial t-stat 2/"’/007;;(/:16(1;/00 t-stat AC Intercept gilgstleo:tial t-stat 2127;;(/:163!; {-stat ZLB Intercept
(1) (1)

Austria 0.9509 -2.24 | -3.47+2.89+2.57 -0.0006 0.8889** -3.87 | -3.87+3.282.94 0.0009 0.0001
Belgium 0.8567*** -4.45 | -3.47+2.89+2.57 -0.0015** | 0.9256 -2.47 | -4.17+3.56+,3.24 0.0003 0.0002
Bulgaria 0.8727 -2.78 | -3.74F3.19+2.90 -0.0013 0.0049** 0.9333* -2.47 | -3.50£2.85/2.42 0.0003 -0.0010
Croatia 0.5608*** -4.69 | -3.82£3.17+,2.85 0.0018* | -0.0022*** 0.8516*** -4.00 | -3.47+2.89£2.57 -0.0002
Cyprus 0.7742 -2.87 | -3.87+3.23+2.92 -0.0020 -0.0014* 0.8359 -2.39 | -3.86£3.23/2.93 -0.0017* | -0.0003
Czech Republic | 0.8948 -2.81 | -3.88£3.28£2.94 -0.0008 -0.0008 0.7109*** -4.49 | -3.79£3.20+2.89 0.0024*** | -0.0014***
Denmark 0.8783** -3.32 | -3.47/2.89£2.57 -0.0018*** | 0.8497** -3.57 | -3.89£3.28/2.93 0.0000 -0.0005
Estonia 0.9764 -1.09 | -3.95£3.30+2.99 -0.0010 0.0010** 0.8571%* -4.42 | -3.88+3.28£2.98 -0.0006 0.0017*+*
Finland 0.8452* -3.25 | -3.47£2.89,2.57 -0.0029*** 0.9576 -1.21 | -3.89£3.29£2.95 -0.0008* | 0.0005*
France 0.9506** -3.39 | -3.47,2.89+2.57 -0.0007** 0.9141* -2.97 | -3.92/3.28/2.96 0.0003 -0.0004
Germany 0.9531 -2.29 | -3.47/2.89£2.57 -0.0007 0.8408*** -3.95 | -3.90£3.31+3.01 0.0011** | -0.0010**
Greece 0.8314*+* -5.69 | -3.47£2.89,2.57 -0.0002 0.8757** -3.48 | -3.90£3.32£3.00 -0.0011 -0.0002
Hungary 0.8585*** -4.12 | -3.89£3.28/2.96 0.0022* | 0.0029*** 0.8942** -3.12 | -3.47+2.89£2.57 0.0011**
Ireland 0.9092** -3.05 | -3.47,2.89+2.57 -0.0004 0.9601 -1.29 | -3.98£3.34+3.03 0.0004 -0.0006
Italy 0.9402 -2.35 | -3.47,2.89+2.57 -0.0060 0.8840 -2.78 | -3.89£3.28/2.97 -0.0004 0.0000
Latvia 0.9908 -0.56 | -3.86/3.21/2.88 -0.0019* | 0.0019*** 0.9249*** -4.83 | -3.99/3.37+3.06 0.0005 -0.0002
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Lithuania
Luxembourg
Malta
Netherlands
Poland
Portugal
Romania
Slovakia
Slovenia
Spain
Sweden

United Kingdom

0.9862

0.9349

0.8339

0.8917*+*

0.9591

0.9134

0.9657*+*

0.9694

0.9043**

0.9519

0.9061***

0.9853

-0.80

-2.13

-2.48

-3.93

-1.95

-2.51

-4.82

-1.21

-3.27

-2.37

-3.56

-0.94

-3.87+3.23+2.88

-3.47F2.89£2.57

-3.74£3.14£2.83

-3.4712.89£2.57

-3.98£3.37£3.01

-3.47£2.89£2.57

-3.90£3.28£2.95

-3.85£3.16£2.84

-3.83£3.23£2.93

-3.47£2.89£2.57

-3.47F2.89£2.57

-3.47£2.89£2.57

-0.0010

-0.0013

-0.0005

-0.0027*

-0.0005

0.0034***

0.0009*

-0.0003

-0.0016**

-0.0012***

-0.0003

-0.0005

-0.0015

-0.0000

0.0000

-0.0000

-0.0015***

0.0000

0.8931*+*

0.8940*

0.6473**

0.9317

0.9290*

0.8905**

0.9727

0.9147

0.7522**

0.7979***

0.8993

0.8263**

-4.72

-2.93

-4.69

-1.68

-2.59

-3.79

-1.14

-2.87

-3.81

-4.12

-2.78

-4.25

-3.95£3.33£2.97

-3.91£3.25£2.93

-3.83£3.25£2.92

-3.93£3.28£2.97

-3.47£2.89£2.57

-3.93£3.31£2.98

-3.47£2.89£2.57

-3.87£3.28£2.99

-3.87£3.29£2.98

-3.87£3.26£2.94

-3.89£3.25£2.94

-3.34£2.76£2.47

0.0003

0.0001

0.0014*

-0.0012*

0.0009

-0.0001

0.0005

0.0001

0.0012*

0.0019*

0.0004

0.0001

0.0000

0.0007

0.0003

-0.0007

0.0002

0.0000

-0.0008*

-0.0009*

-0.0009

-0.0006

Note: Results are based on seemingly unrelated regressions (SUR). Inflation differentials are based on the HarmonfzédrisdereoPrices (HICP) measure. ZLB is the zero lower bound

dummy variable. AC is thacquis communautairdummy variable. Samplgpecific critical values are derived framh e

10,000 replicationg**, ** and * denote statistical significance at the 1%, 5%, and 10% levels, respectively.
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Table 2.3: Convergence towards the ECB target

Precrisis period (1999Mi12008M8) Crisis/postcrisis period (2008M82017M12)
couny g:ff][::leo:tial t-stat 2/"’/007;;(/:16(1;/00 t-stat AC Intercept gilgstleo:tial t-stat %Z?;;f;gl/z {-stat ZLB Intercept
(1) (1)

Austria 0.8621*** -4.93 | -3.47+2.89+2.57 0.0011*** | 0.9110** -3.38 | -3.47/2.83/2.50 0.0004 -0.0002
Belgium 0.7771%** -6.27 | -3.47+2.89+2.57 0.0027** | 0.8231*** -5.70 | -4.09£3.58+3.30 -0.0005 0.0001
Bulgaria 0.8749* -3.60 | -3.77/3.18t2.88 -0.0019 0.0082** | 0.9146*** -4.55 | -3.57£2.882.52 -0.0024 0.0011
Croatia 0.8778** -4.15 | -3.78£3.16+2.85 0.0002 0.0027** | 0.9148** -4.11 | -3.47+2.89£2.57 -0.0006*
Cyprus 0.8623 -2.47 | -3.82+3.24+2.91 0.0014 0.0016** | 0.8507** -3.29 | -3.37,2.73+2.39 -0.0029* -0.0001
Czech Republic | 0.8967 -2.77 | -3.88£3.30£2.97 -0.0004 0.0016*** | 0.8720*** -4.11 | -3.46£2.80+2.49 -0.0008 0.0000
Denmark 0.8989*** -5.05 | -3.47£2.89,2.57 0.001*** 0.8226*** -5.52 | -3.42,2.7612.44 -0.0022*** 0.0001
Estonia 0.9565 -1.99 | -3.96£3.28+2.95 -0.0026*** 0.0026*** | 0.8907*** -4.50 | -3.62,2.98£2.65 -0.0015* 0.0014**
Finland 0.9029*+* -5.58 | -3.47£2.89,2.57 0.0007* 0.9223* -3.09 | -3.55,2.92/2.55 -0.0009* 0.0001
France 0.8931*** -3.97 | -3.47,2.89+2.57 0.0009** | 0.8556*** -5.04 | -3.46/2.75/2.43 -0.0005 -0.0008***
Germany 0.8410*** -4.62 | -3.47+2.89+2.57 0.001** 0.8501*** -4.93 | -3.48£2.80+2.46 0.0001 -0.0010%***
Greece 0.8933* -3.11 | -3.47£2.89,2.57 0.0024** | 0.8631** -3.01 | -3.38£2.69£2.36 -0.0025 0.0001
Hungary 0.8851*+* -3.92 | -3.90£3.29/£2.95 0.0035** 0.0046*** | 0.9249*** -3.79 | -3.47,2.89£2.57 0.0003
Ireland 0.9540** -2.99 | -3.47,2.89+2.57 0.0008 0.9217** -3.25 | -3.31/2.66+2.33 0.0010**=* -0.0018***
Italy 0.9149** -3.40 | -3.47,2.89+2.57 0.0011** | 0.8645*** -4.31 | -3.60£2.84+2.49 -0.0013* -0.0001
Latvia 0.9887 -0.52 | -3.80£3.20£2.88 -0.0038*** | 0.0028*** | 0.9057*** -5.86 | -3.51£2.782.47 0.0002 -0.0004
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Lithuania
Luxembourg
Malta
Netherlands
Poland
Portugal
Romania
Slovakia
Slovenia
Spain
Sweden

United Kingdom

0.9818

0.8039***

0.7322%+*

0.9454**

0.9627

0.9597

0.9715**

0.9873

0.9119*

0.8718***

0.9202**

0.8722**

-0.80

-4.25

-3.96

-3.45

-1.95

-1.64

-3.64

-0.53

-3.51

-4.10

-3.42

-3.29

-3.86£3.23£2.88

-3.47F2.89£2.57

-3.73£3.14£2.81

-3.4712.89£2.57

-3.94£3.30£2.98

-3.47£2.89£2.57

-3.86£3.26£2.93

-3.80£3.17£2.84

-4.00£3.29£2.95

-3.47£2.89£2.57

-3.47F2.89£2.57

-3.47£2.89£2.57

-0.0032***

0.0033**

-0.0017

-0.0038*

-0.0031

0.0031**

0.0019***

0.0035***

0.0024***

0.0008*

0.0009**

0.0006

0.0006

0.0003

0.0022***

0.0027*+*

0.0006*

0.0009**

0.9094***

0.8228***

0.7587***

0.8748***

0.9630*

0.8263***

0.9627

0.8848***

0.8701***

0.8319***

0.8840***

0.9405*

-4.65

-6.02

-3.76

-3.76

-2.77

-6.40

-2.17

-5.86

-3.79

-5.32

-4.48

-2.93

-3.88£3.14£2.79

-3.33£2.71£2.42

-3.30£2.63£2.31

-3.52/2.82£2.47

-3.47£2.89£2.57

-3.45£2.80£2.48

-3.47£2.89£2.57

-3.65£2.96£2.59

-3.59/2.86£2.54

-3.44£2.78£2.47

-3.72f2.93f2.59

-3.59£2.91f2.57

-0.0006

-0.0009

-0.0032***

-0.0013**

-0.0003

-0.0013***

-0.0004

-0.0010

0.0017*+*

0.0006

0.0004

0.0000

0.0015*

0.0000

-0.0001

-0.0010**

0.0000

0.0001

-0.0007

-0.0007

-0.0018***

-0.0004

Note: Results are based on seemingly unrelated regressions (SUR). Inflation differentials are based on the HarmonfzédrisdereoPrices (HICP) measure. ZLB is the zero lower bound

dummy variable. AC is thacquis communaaire dummy variable. Samplgpecific critical values are derived framh e

10,000 replicationss**, ** and * denote statistical significance at the 1%, 5%, and 10% levels, respectively.
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Table 2.4: Convergence towards the Maastricht criterion inflation benchmark

Precrisis period (1999Mi12008M8)

Crisis/postcrisis period (2008M82017M12)

Country Inflation Monte Carlo Inflation Monte Carlo

differential | t-stat 196/5%/10% t -stat AC Intercept | differential | t-stat 19%/5%/10% t -stat ZLB Intercept

(1) (1)
Austria 0.7850** -3.25 | -3.47,2.89+2.57 0.0014*** | 0.8927* -3.18 | -3.86£3.24+2.93 0.0008* 0.0010**
Belgium 0.8410 -2.53 | -3.47f2.89,2.57 0.0017** | 0.7988*** -5.43 | -4.12/3.51/3.18 0.0007 0.0019***
Bulgaria 0.9131 -2.02 | -3.84+3.20+2.89 -0.0013 0.0056** | 0.9116*** -4.06 | -3.44/2.81/2.50 -0.0017 0.0016
Croatia 0.8965 -2.18 | -3.83£3.19/2.86 0.0007 0.0020* 0.8950*** -4.19 | -3.84+3.24/2.93 0.0007*
Cyprus 0.7360** -3.57 | -3.85,3.21£2.90 0.0001 0.0038*** | 0.8092** -3.38 | -3.94/3.25/2.93 -0.0027* 0.0018*
Czech Republic | 0.9214 -1.91 | -3.86+3.23+2.93 -0.0009 0.0012** | 0.8277*** -457 | -3.82£3.17+2.87 -0.0003 0.0018***
Denmark 0.7574%* -5.51 | -3.47f2.89,2.57 0.0019*** | 0.7079*** -4.76 | -4.06£3.32+3.00 -0.0022** | 0.0031***
Estonia 0.9771 -0.94 | -3.94/£3.28/2.93 -0.0014** 0.0015* 0.8703*** -5.02 | -3.90+£3.28£2.96 -0.0011 0.0030***
Finland 0.8843*+* -3.87 | -3.47£2.89,2.57 0.0005* 0.9182 -2.63 | -3.92£3.26£2.95 -0.0008 0.0011**
France 0.9139 -2.33 | -3.47,2.89+2.57 0.0006* 0.7990*** -4.83 | -3.90£3.27+2.96 0.0003 0.0009**
Germany 0.9484 -0.97 | -3.47,2.89+2.57 0.0003 0.8822* -3.09 | -3.87£3.29/2.99 0.0008* 0.0004
Greece 0.6456*** -4.77 | -3.47£2.89,2.57 0.0075** | 0.8780 -2.67 | -3.84}3.24/2.93 -0.0013 0.0011
Hungary 0.9045*+* -4.63 | -4.04£3.38+3.04 0.0019* 0.0039*** | 0.9170** -3.32 | -3.47,2.89£2.57 0.0015**
Ireland 0.9685 -1.14 | -3.47+2.89+2.57 0.0003 0.9144* -3.22 | -3.89£3.32+2.97 0.0015**=* -0.0011**
Italy 0.6702*** -4.79 | -3.47+2.89+2.57 0.0038*** | 0.8369*** -4.45 | -3.95/3.37+3.07 -0.0008 0.0016***
Latvia 0.9982 -0.09 | -3.79£3.19,2.87 -0.0023** 0.0020** | 0.9182*** -4.97 | -3.97/3.39/3.05 0.0008 0.0004
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Lithuania
Luxembourg
Malta
Netherlands
Poland
Portugal
Romania
Slovakia
Slovenia
Spain
Sweden

United Kingdom

1.0101

0.8467**

0.7595**

0.9527

0.9615

0.9630

0.9705**

0.9636

0.9363

0.8468

0.8664

1.0021

0.48

-3.19

-3.36

-1.95

-2.22

-0.69

-3.66

-1.42

-2.12

-2.55

-2.16

0.06

-3.85£3.22£2.91

-3.47F2.89£2.57

-3.72£3.16£2.82

-3.4712.89£2.57

-3.92£3.31£3.00

-3.47£2.89£2.57

-3.87£3.26£2.94

-3.82£3.20£2.85

-3.86£3.27£2.95

-3.47£2.89£2.57

-3.47F2.89£2.57

-3.47£2.89£2.57

-0.0018*

-0.0006

-0.0007

-0.0030

-0.0023

0.0021

0.0013**

0.0025***

0.0029***

0.0005

0.0006

0.0005

0.0000

0.0011

0.0013

0.0030**

0.0007**

0.0001

0.9176***

0.8124%**

0.5875%+*

0.8776*

0.9467*

0.8596***

0.9562

0.8708***

0.8410**

0.8249***

0.8384***

0.8986***

-4.08

-6.42

-4.47

-3.23

-2.64

-4.74

-2.19

-5.22

-3.88

-4.82

-4.08

-3.65

-3.98£3.29£2.98

-4.07£3.38£3.07

-3.83£3.21£2.90

-3.93/3.28£2.96

-3.47£2.89£2.57

-3.96£3.33£3.01

-3.47£2.89£2.57

-3.97£3.35£3.04

-3.90£3.29£2.98

-3.86£3.26£2.95

-3.86£3.20£2.87

-3.41£2.83£2.52

0.0001

0.0001

-0.0023**

-0.0007

0.0006

-0.0006

-0.0003

-0.0002

0.0015%+*

-0.0012

0.0012*

0.0018**

0.0059***

0.0013**

0.0006

0.0005

0.0008

0.0013**

0.0012*

0.0010

0.0002

0.0028***

Note: Results are based on seemingly unrelated regressions (SUR). Inflation differentials are based on the HarmonfzédrisdereoPrices (HICP) measure. ZLB is the zero lower bound

dummy variable. AC is thacquis communautaé dummy variable. Samplgpecific critical values are derived framh e

10,000 replicationg**, ** and * denote statistical significance at the 1%, 5%, and 10% levels, respectively.
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Table 2.5: Convergence of the core inflation measure towards inflation benchmarks in the crisis/pestisis period (2008M9 2017M12)

Crosssectional average ECB target Maastricht criterion
Country Inflation Inflation Inflation

differential | ZLB Intercept differential | ZLB Intercept differential | ZLB Intercept

(1) (rho) (1)
Austria 0.7581%** 0.0007 0.0018*** 0.8757 -0.0001 0.0003 0.7527*** 0.0002 0.0038%***
Belgium 0.6940** 0.0015*** 0.0006* 0.4447%** 0.0003 -0.0013** | 0.4037*** 0.0011*** 0.0067***
Bulgaria 0.9199** -0.0012 0.0000 0.9433** -0.0019 0.0007 0.9283** -0.0018 0.0014
Croatia 0.8665* -0.0005 0.8906 -0.0013** 0.8993 0.0003
Cyprus 0.6072* -0.0032** -0.0011 0.6700** -0.0037** -0.0027** | 0.6415* -0.0036** 0.0020*
CzechRepublic 0.9254 0.0005 -0.0004 0.8898 0.0005 -0.0014* 0.8874* 0.0006 0.0001
Denmark 0.7266** -0.0008* 0.0004 0.7868** -0.0014*** | -0.0008** 0.6859*** -0.0014** | 0.0031***
Estonia 0.8107** -0.0004 0.0014*+* 0.7717** -0.0010 0.0003 0.7723%* -0.0005 0.0033***
Finland 0.8939 -0.0003 0.0005 0.9179 -0.0009** 0.0000 0.9453 -0.0007 0.0008
France 0.7462** 0.0001 -0.0004* 0.7746 -0.0009* -0.0015** | 0.6300** -0.0010** 0.0027%***
Germany 0.5358*** 0.0021*** -0.0009** 0.4322%** 0.0002 -0.0038** | 0.5021** 0.0012%** 0.0033***
Greece 0.9415 0.0001 -0.0007 0.9794 0.0009 -0.0011 0.9738 0.0010 -0.0008
Hungary 0.8914* 0.0009* 0.9288 -0.0001 0.8962** 0.0015**
Ireland 0.9296 0.0005 -0.0006 0.8852** 0.0013** -0.0024*** | 0.8750*** 0.0018** -0.0010*
Italy 0.7443** -0.0018** | 0.0013** 0.678*** -0.0034** | 0.0001 0.6729** -0.0029*** | 0.0045***
Latvia 0.8450** 0.0030*** -0.0024** 0.8333** 0.0029*** -0.0037** | 0.8370** 0.0034*** -0.0016**
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Lithuania 0.8972** 0.0011* -0.0002 0.8541*** 0.0018*** -0.0015*** | 0.8625*** 0.0021*** 0.0004
Luxembourg 0.8788 -0.0005* 0.0010** 0.8855 -0.0007* 0.0002 0.7877* -0.0007* 0.0032***
Malta 0.5361*+* 0.0020** -0.0008 0.6521** -0.0002 -0.0020** 0.6269** 0.0003 0.0029*+*
Netherlands 0.8820 -0.0010 0.0008* 0.8852 -0.0015** 0.0002 0.9031 -0.0014** 0.0017**
Poland 0.9376 -0.0001 0.9463 -0.0006** 0.9320 0.0003
Portugal 0.8106* 0.0002 -0.0005 0.6577** -0.0013 -0.0026*** | 0.7429** -0.0006 0.0015**
Romania 1.0002 -0.0009** 0.9865 -0.0011*** | 0.9694 -0.0006
Slovakia 0.9259 -0.0004*** | 0.0004** 0.9148** -0.0008*** | 0.0001 0.8861*** -0.0007** 0.0015%+*
Slovenia 0.6863*** 0.0026*** -0.0034*** | 0.7954** 0.0009 -0.0032*** | 0.795** 0.0014* -0.0005
Spain 0.6397*** -0.0008** -0.0005 0.6634*** -0.0022*** | -0.0019*** | 0.6896*** -0.0014** 0.0024***
Sweden 0.8398** 0.0013*** -0.0010** 0.8929 0.0013** -0.0017*** | 0.8423** 0.0015*** 0.0001
United Kingdom 0.8044*** 0.0017 0.0003 0.9092* 0.0002 0.0006 0.9028* 0.0017*+* 0.0004

Note: Results of the estimation for the crisis and the-gisis period (20082016) based on seemingly unrelated regressions (SUR). Inflation differentials are based on the Harmonized Index of
Consumer Prices (HICP) excluding food and energy prices meeddLB is the zero lower bound dummy variable. Sarsplecific critical values are derived frahee Monte Carlo simulation
process as in Kolenda and Papel | **¥9aad*deneta statisticdl SignificBnte are 4%, 5%, aral Ld%deveds, r€spectivelyr e por t ed) .
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Figure 2.1: Graphical summary of group inflation rates: plots of summary statistics

All EU member states Old EU member states New EU member states

------ Mean === Nedian e—Standard devistion

Figure 2.2: Comparison of the convergence coefficients in the prerisis and the
crisis/postcrisis period (all bendymarks)
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Figure 2.3: Comparison of the convergence coefficients in prerisis and the crisis/postcrisis periods individual benchmarks
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Chapter 3: What drives the distributional dynamics of client interest rates on consumer
loans in the Czech Republic?

Abstract

We studydeterminants of the barkvel distributional dynamics of client interest rates on
consumer loans in the Czech Republic in the recent period 20189 when banks started to
provide new consumer loans at very low interest rates. We build on the relemattite in

terms of the selected explanatory variables as well as the methodological approach and use
regulatory data that enable us to work with the mean, median and the mode of the distribution
of client interest rates on consumer loans. We show thaiaawent of the market rate, the

NPL ratio as well as the unemployment rate facilitated the observed distributional dynamics.
Further, using a variety of variables on market competition/market concentration, our analysis
reveals that the role of this det@nant is limited at best. Our results, especially regarding the
passthrough from market rates to consumer loan rates, are mostly in line with the
international literature but are novel in the Czech context.

3.1 Introduction and motivation

In this paperwe focus on determinants of distributional dynamics of client rates on consumer
loans in the Czech Republic in recent years (28049). The topic of consumer loans in the
Czech Republic is undeesearched as analyses of individual segments of the Jaach

market typically focus on corporate loans, housing loans, mortgages or household loans in
gener al (Br Tha, 2011; Horvs8th and Podpiera,
However, it deserves renewed attention in the wake of the corgiexpansion of the Czech
economy (CNB, 2018%.

From the policy perspective, there are several reasons why it is important to study the
evolution and determinants of client interest rates on consumer loans and their distributional
dynamics. First, given #ir higher norperforming loans (NPL) ratio, such loans are a major
source of credit risk for providers of consumer loans. This credit risk is amplified by the fact
that consumer loans tend to display a higher loss given default (LGD) at any given fisobabil
of default (PD), as they are not collateralized. Second, given that interest rates on consumer
loans are higher than those on other sorts of loans, consumer loans account for a large part of
commerci al banksd® mar gi ns stantanetNeverthelesspthe r i b u
decline in client interest rates on consumer loans has been a major driver of the recent fall in
banksdé6 margins (CNB, 2017) . Third, gi ven t ha
by lowerincome households, they cdrave a greater influence on the balance sheets,
overindebtedness, solvency, and consumer behavior of households thefidRbmmsyment
difficulties can affect consumer credit providers more quickly than e.g. providers of loans for
house purchase. Fourth,ol | owi ng t he i mpl ementation of 1t

21 Consumer loans constituteoand 7% of the total stock of loans and 14% of the total stock of household loans

as of January 2019. Moreover, new consumer loans account for 10% of all new loans -pedfararing

consumer loans account for around 27% of all householghednrming loas.

22 The high consumer credit rates are also due to higher expected losses on consumer loans. The effect of the
higher margins on such loans on operating profits is thus partly offset by higher risk costs and provisioning.

23 According to the CzecBt at i st i c al Of ficeds Household Budget Suryv
consumer or similar |l oans is 91% of that of househol
that debt servicing has a negative effect on household cqtistm
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Recommendation on the management of risks associated with the provision of retail loans
secured by residential propéftythere is also a debate about whether some consumer loans
arebeing provided in order to circumvent thereto-value (LTV) limit (CNB, 2018).

The contribution of the paper is constituted in the blankl analysis of determinants
of the distributional dynamics of client interest rates on consumer loans in the Czech
Republic. Such an analysis has not been conducted previously and could serve as a useful
policy exercise for authorities (regardless if for monetary policy or financial stability
purposes) that have similar data at their disposal. We use detailed rggdiataron the
empirical distributions of client interest rates on consumer loans in the sample period from
2014 to 201%° In the explanatory data analysis we show that in the recent years (i) the
empirical distribution of client rates on consumer loans become rightkewed, unlike in
any previous period for which data are available, (ii) this trend pertains to most banks that
provide consumer loans in the Czech Republic, (iii) consumer loans are most frequently
provided with the maturity over 5 years.

Next, based on the literature review, we identify several determinants that can explain
the recently observed distributional dynamics of client interest rates on consumer loans. These
are (i) the cost of funds that can be influenced by monetary policys(@eve et al., 2007,

Br Tha, 2011; Havr 8nek et al ., 2016) , (i i) c
Podpiera, 2012; Gregor and Meleckl, 2018),
segment (Havr8nek et al018), orZW rhaBrpecoBomi gaviablesa nd M
such as the unemployment rate (Hainz et al., 2014). The literature review also suggests the
use of error correction models if possible. We show that our data are cointegrated in the
sample period from 2014 to 2019 atite use of the pooled mean group estimator is
warranted, unli ke in previous studies such a
(2016). Thus, we are the first authors that bring forth valid estimation results on the interest

rate passhrough fa consumer loans in the Czech Republic.

To obtain comprehensive assessment of the research objective, we employ three types
of location measureis the mean interest rate, the median interest rate and the mode interest
rate which corresponds to the locatiminthe highest mode (global maximum) of the density
function of consumer loans. To ensure robustness of our results, we also assume alternative
variables for market concentration/competition, including the Boone indicator (Boone, 2001).

The chaptehas tle following structure. In the second section, we summarize the body
of literature focusing on client interest rates on consumer loans and in particular on
methodological approaches for analyses of their determinants. In the third section, we
introduce ourdata and variables and formulate our working hypotheses. We continue with a
fourth section in which we introduce our main empirical method. The fifth section presents
our results. In the sixth section, we provide concluding remarks and discuss the policy
implications of our results.

24 For more information on the Recommendation, please see
https://lwww.cnb.cz/en/financiatability/macroprudentigbolicy/recommendaticonthe-managemenodf-risks
associatedvith-the-provisionof-retailloanssecureeby-residentialproperty/.

25 We analyze new consumer loans rather than the stock of consumer loans. This is standard in the literature, as
client interest rates on new loans reflect changes in the economic environment faster than client interest rates on
the stock of atamdMacDeald, 20@9aAmistei apEGpkD, 2014).
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3.2Literature review

In this section, we summarize which determinants could be reasonably assumed to influence
distributional dynamics of consumer loan raf®Aalso, we review methodological approaches
towards analyzing deterinants of client interest rates on consumer loans.

From the methodological point of view, approaches based on the error correction
model are recommended by the relevant literature. This technique, however, requires data on
both client rates omonsumer loans and market rates to be-stationary and cointegrated
(De Graeve et al ., 2007; Horvs8th and Podpie
al., 2016). If these conditions are not met, an alternative approach are dynamic panel data
estimators such as a system generalized method of moments (GMM) estimator (Hainz et al.,
2014).

The literature mentions monetary policy as the most common factor in both the Czech
and in the international context. However, some studies also introduce ottoes faapart
from monetary policy which might influence client rates on consumer loans.

Basically, there are two ways how to conceptually capture the interest rate pass
through, i.e. the link between monetary policy rates and clientiratessmonetaryolicy and
the cost of funds approach (£gert and MacD
relationship between a monetary policy rate and a client rate (without an intermediate effect
of monetary policy on money market rates), the latter stressesrthsttucture dimension of
interest rates and zooms in on the link between the market and the client rate. Crucially,
market rates are assumed to be influenced by monetary policy but this relationship is not
explained (Figure 2 i nlingractwce, the ast df fuhda appraacha | d ,
requires that client rates on consumer loans (with a certain interest rate fixation period) are
related to money market rates of comparable maturityGbea eve et al . , 2007;
Havr8nek et al ., 2016) .

In the Czech context, the literature on the interest rate-themsgh is somewhat
limited. This stems from the fact that client rates on consumer loans are typically not found to
be cointegrated with market or mdmRet drawr Baleil
et al ., 2016; Gregor and MeleckT, 2018) . Hor
dominant role of credit risk and considerable market concentration in pricing of consumer
| oans. Similarly, H a v aorfumer koanedtes seém to e 2rvein®y) st ¢
factors other than market interestrales A si mi |l ar view i s shared
(2018) who do not find evidence for a stable ghassugh of the repo rate to a client interest
rate on ¢ ons ummear20ll)mates shat intdreskrate sprBads[of consumer loans
barely respond to the business cycle. This is in contrast with the findings of Hainz et al.
(2014) who show that unemployment rate exhibits some impact on the interest rate spreads of
consumer lans. The effect of credit risk variables on client rates on consumer loans is
advocated by Hainz et al. (2014) for the crisis period (PR081) and by Gregor and

26 At the same time, to the best of our knowledge we are the first authors to study the distributional dynamics of
client rates on consumer loans. The topic of distributional dynamics, however, is edabligt@nomics.

Kol enda and Valachy (2002) analyze the distributiona
Nath and Tochkov (2013) focus on the distributional dynamics of the inflation rates of the new EU member
states with respect to thestichmark based on the inflation rates of countries that joined the Economic and
Monetary Union in 1999.
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Mel eckl (2018) who illustrate that aigheri ncrea
premium of client rates on consumer loans over the repo rate in the perio@@0D4

In the international context, several studies conclude that the interest ratarpagh
to consumer loans is low and slow, both in the@risis and the crisiperiod. In the prerisis
peri od, £Egert and MacDonald (2009) show t hi
Europe (CEE) while De Graeve et al. (2007) and Gropp et al. (2014) deliver similar results for
Belgium and the euro area, respectively. Nexistdr and Gallo (2014) report that both the
shortrun and the longun pasghrough to rates on consumer loans in the euro area is
significantly lower than 1 in the crisis period. The authors therefore claim that monetary
authorities are unable to adequwtaffect rates on consumer loans as a result of a substantial
market power of banks that exert sizable risk premia in the consumer loans segment. A related
conclusion is presented in Van Leuvensteijn et al. (2013) who study the link between bank
competiton and the interest rate pabksough in the euro area in the period 198%04. The
authors find that more intense competition between banks leads to lower risk premia on
consumer loans.

To summarize, the covered literature advises to consat@&bles that reflect that the
price of a consumer loan is composed of a-fisk rate (influenced by monetary policy) and
a markup (potentially driven by market concentration or market competition) which also
includes a risk premium (which is likelylegéed by the asset quality of the consumer loan
portfolio). Among other variables that might be considered, the use of a proxy for
macroeconomic development is recommended.

3.3Data, variables, hypotheses

In our analysis, we use monthly data on the comsuoans and their interest rates of banks in

the Czech Republic from supervisory databases maintained by the Czech National Bank
(CNB). Our sample period spans from January 2014 to January 2019, constituting 61
observations in total.

The choice of the saple period is given by the aim to explore the determinants of
recent distributional dynamics of client interest rates on consumer loans. Bifjusbows
that in the period starting in January 2014, the aggregate (i.e. using data for the entire banking
sector) empirical distribution of client rates on consumer loans has been gradually shifting
towards lower values. A similar picture is conveyed if we distill from the distributional data
three location measurésmean, median, and mode (Fig€). All of the location measures
have been decreasing for most of the period 2PQ49, before somewhat levelling off
towards the end of the sampkgures A2 and A3hen reveal that the recent development is
unprecedented in comparison with the period 2@043 andthat banks in the Czech
Republic have been providing consumer loans for lowest interest rates on record in recent
years.

In the empirical analysis that will attempt to uncover the determinants of these
distributional dynamics, we will work with data on bhnks in the Czech Republic that
provided between 96% and 99% of all consumer loans provided by banks in the peribd 2014
2019. Our sample covers both universal banks and spmajbse banks focusing
exclusively on consumer loans. As such, consumer lcamer not only specifipurpose
credit for goods and services (typically durables such as electronic goods, furniture, and cars),
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but also norspecific credit that can be used for any purpose. The different types of consumer
loans differ considerably inetms of risk characteristics, maturity, and interest rates.
However, in case of the Czech Republic, 1specific consumer loans dominate speeific
purpose (e.g. cars, electronic items, furniture) credit, by a ratio of 7:3 as for January 2019.
Also, most baks have exhibited a shift of the empirical distribution of client rates on
consumer loans towards lower values in recent y&agsie A9, similarly as can be deduced
from the aggregate picture presented by Fi@.te

Next, we illustrate in Figur&.3 that most of the consumer loans have been provided
in recent years with fixation (maturity) over 5 years. On the other hand, the other two
categories with shorter maturities are less important. This is in contrast with the relevant
literature that claims thhiaonsumer loans have a shtatm character (Sander and Kleimeier,

2004; Green and Wachter, 2005). The kbaign character of consumer loans implies that the

cost of funds approach might be more reasonable than the monetary policy approach in
explaining he evolution of client rates on consumer loans. Also, the monetary policy rate of
the Czech National Bank has been kept at zer
2018). This would arguably lead to the inability of the monetary policy rate taiaxpl

variation in the client interest rates on consumer |dafi$ie cost of funds approach is also
assumed by related studies such as Br Tha (20
et al. (2016).

Further, Figure3.4 shows the evolution of four paitial factors of client rates on
consumer loans identified in the literature in the Czech as well as the international context
corresponding to the market rate, the ratio of -performing consumer loans, the
unemployment rate, and the market concentnag@riable. The market rate in constructed as
a weighted average of market rates corresponding to the three fixation/maturity categories,
using the c¢l| assi fWhiteas$sunong thie dpprdach,Tthe anatyrity Gatedody .
under 1 year is pairedithi the 6M Pribor (Prague InterBank Offered Rate), the category from
1 year to 5 years with 3Y IRS (interest rate swap) and the category over 5 years with 7Y IRS.

The resulting weighted average of maturities is than assigned to the closest interest swap
rate 2 All variables except for the market have been decreasing in the periot22094 The
unemployment rate is based on the data from the Czech Statistical Office. Both the ratio of
non-performing consumer loans and the market concentration variable are tednysing

granular bankevel data. As the market concentration variable, we assume the Herfindahl

Hi rschman index, si mil ar PWe pravideGunengry statisicsd Me |
along with definitions of all variables in Tabdel.

Based on the terature both in the Czech and in the international context, all four
factors could have some impact on the distributional dynamics of client interest rates on
consumer loans. However, the literature in the Czech context has previously mostly failed to
denti fy any statistical significant factors ¢
2011; Horvg8th and Podpiera, 2012; Havr 8nek

2’The recent study by Gregor and MelecklT (2018) opte
establish a cointegration relationship between @ Wweek repo rate and client rates on consumer loans in the

Czech Republic while also assuming recent years that are a focus of our analysis.

28 E.g. if new consumer loans of a specific bank have a fixation of 5.9 years, we assume 6Y IRS.

29 The HerfindahiHirschman index is determined as the sum of the squares of the shares (in %) that individual

banks in the Czech Republic attain in the market for new consumer loans in a given month.
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significant distributional dynamics (as shown by Fig@t& andA4) invites to revisit the
hypothesis about the factors driving the distributional dynamics of client interest rates on
consumer loans (CNB, 2018). Thus, we formulate Hypothesis #1 as follows:

Hypothesis #1: There are no statistically significant determinants afldiibnal dynamics
of client interest rates on consumer loans from the set of variables identified by the literature
review.

We assess Hypothesis #1 via a bénlel analysis of the Czech banking sector using the
methods presented in the following Sexth We distinguish between estimates for the mean,
median, and the mode measure, as they might provide different conclusions, based on
Figure3.2.

Next, although some studies document an inverse relationship between market
concentration and market comipien (Nickell et al., 1997; DillingHansen et al., 2003), this
might not hold for the banking sect@dccording to Claessens and Laeven (2004), there is no
evidence that competitiveness is negatively related to banking system concentration; the
authors fnd that looser bank entry conditions and reduced activity restrictions on banks are
the determinants of competitiveness of the banking system. This implies that we need to use a
measure for market competition along with the Herfindainkchman index. Momver,

Berger et al. (2004) and Kleimeier and Sander (2017) advocate the idea of not using a single
measure of bank competition to obtain more robust results.

To increase the robustness of the results using the Herfirtiiesthman inde¥, we
use its version for the consumer loan market that is computed by the Czech National Bank
andalso includexoncentration of the nebanking consumer loan sector. On the other hand,
this measure requires interpolation as it is only provided with qiaftequency. As for the
market competition measure, we use the Boone indicator (Boone, 2001) as well as the

variable capturing banksdé perception of comp

Bank Lending Survey of the Czech National Bank. Thalsernative measures of market
competition/market concentration are shown in Fig@® and summary dtigtics are
provided in Table A4 The Boone indicator i's computed
(2010) at the level of individual banks. Neverthel@slates to all portfolios of banks in our
sample, as generally, data on income and expenses are not available at a portfolio level. From
Figure3.5, it can be seen that the Boone indicator reveals that the Czech banking sector has
become less competit in recent years which. This is in contrast with the message for the
consumer loan market conveyed by Herfinddilschman indices as well as market
competition based on the Bank Lending Survey. Thus, we aim to explore how the results of
the empirical aalysis of determinants of distributional dynamics of client interest rates on
consumer loans differ while using each of the available variables for market
competition/market concentration:

30 Concerning the Herfindattlirschman index and its reliability, see alsosiet al. (2017).
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Hypothesis #2: There are no statistically significant differerafagsults on determinants of
client interest rates on consumer loans using any of the available variables for market
concentration/market competition.

We asses Hypothesis #2 by interchanging the market concentration/market competition
variable in thenodel presented in the next Section 4.

3.4Methodology

As advised by the related literature covered in Section 2, we shall decide between error
correction and (potentially dynamic) panel data models for the analysis that aims to explains
distributional dynamics of client interest rates on consumer loans based on the properties of
data concerning their (neystationarity.

As the error correction models are more frequently assumed and we have
bankspecific data at our disposal, our intentisrto use the (pooled) mean group estimator,
similarly to Horv8th and Podpiera (2012) or
estimator is that it allows distinguishing between lbagn and shofterm dynamics in
explaining the determinants ofstributional dynamics of client interest rates on consumer

| oans. Neverthel ess, the primary focus of S
Havr 8nek et al . (2016) i's t o e xXhoough bedwednh e e X
client and maket rates using bark e v e | data. On the other hand,

use aggregate data but enrich the fihssugh specification in the error correction framework
using additional explanatory variables (including a variable for credit risk anttetna
concentration), with the reference to studies such as Leroy and Lucotte (2015), Gambacorta et
al . (2015) , Grigoli and Mota (2017), Chil esh
that also assume a set of conditioning variables in thetbezgyh specification. As we have
regulatory banispecific data at our disposal but assume a variety of potential determinants of
distributional dynamics of client interest rates on consumer loans based on the literature
review, we adopt the motivation of Gieg and Mel eckl (2018) and
framework used by Horv8th and Podpiera (2012
In order to be able to use the pooled mean group estimator, we need to conduct the
foll owing steps si mil.&irst, we naesl todhw thag all edciablest a |
that we aim to use in our analysis are 1stationary. As we have an unbalanced panel dataset
at our disposal, we shall employ the Fisher test (Maddala and Wu, 1999). The core of this test
is, nevertheless, comped of Augmented Dickey Fuller test. We exploit this feature of the
test and before running the panel test itself, we analyze stationarity of time series for
individual banks. This auxiliary analysis shows us that in the periodi2019, the vast
majority of the time series are indeed mstationary which is confirmed by the panel version
of the tesf?
Second, to test for cointegration of variables, we employ the Pedroni (1999) test,
similarly to Havr8nek et al . Tabl@3lleeyealsthed Van
results of the test for the mean, median and mode measeaeh of these variables are

31 These results are available upon request. For testing the individual time series, we utilize the recursive lag
selection of Hal{1994)and f ol |l ow t he testing pro@elBljure outlined i
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cointegrated with other variables (market rate, the ratio ofpgsforming consumer loans,
the unemployment rate, the Herfindatikschman indexjhat we intend to use in our analysis
of determinants of distributional dynamics of client interest rates on consumer loans.

Third, to prefer the pooled mean group estimator over its mean group counterpart, we
need to resort to the Hausman test. The gbolean group restricts the longn relationship
to be the same for all banks in the sample, unlike the-stirdynamics that can be described
by different coefficients across banks. The pooled mean group estimator is often more
efficient than the meanrgup estimator, and the advantage gets significant when the number
of panels in the data set is relatively smal
2016). The Hausman test then explores the adequacy of the restriction on timanlong
dynamics. We report its results along the estimation results in the next Section 5.

To summarize, we will estimate the error correction model via the pooled mean group
estimator on data for 11 banks in the sample period IZD using the explanatory
variables motivated by the literature review. The use of the chosen estimator is warranted by
the fact that the data are nstationary and cointegrated and based on the results of the
Hausman test The empirical specification is as follows:

Yo e &1 i ODYX Qo1 £ 0-Fby YOé el i GOTH Qo1 o 'Q Yoy - zh

¢

whereconsratestands for either the mean, the median or the mode measkiratecaptures

the cost of funds of the bank related to consumer loans and indirectly also the monetary policy
stance, and the vectady captures the other explanatory variables motivated by the literature
review (the unemployment rate, the NPL ratio, the macdkecentration variable). Further,

the coefficient_represents the speed of adjustment towards therlamgquilibrium. Should

the error correction model be a reasonable specification, the estimate of this coefficient should

be negative and statistibalsignificant. Finally, parameters andf describe the sherun

and the longunpass hr ough coefficient, similarly as i

3.5Results

3.5.1 Baseline results

The results of the baseline estimation are shown in TaBléor all of the mean, the median

and the mode measure. First, the results of the Hausman test indicate that the pooled mean
group estimator should be indeed preferred over the mean group est@sdhe pvalue is
higher than 0.0% we cannot reject the null hypothesis that the restriction on the coefficients
capturing the longun dynamics is valid. Second, we note that the coefficients on the error
correction component (describing the speeadjistment of variables towards the lemgp
equilibrium) is negative and statistically significant at the 1% level. This ex post vindicates
the choice of the error correction framework which was recommended by the literature and
supported by the tests amrning the (nof)stationarity and cointegration of variables
(included in the model as advised by the literature in Section 2).

32 Note that thestructure of our panel (61 time period, 11 banks) does not materially differ from the one used by
Horv8th and Podpiera (2012) and Havr8nek et al. (201E€
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Third, we note that the results are somewhat different for the three location measures.
While most of the shotierm coefficiets are statistically insignificant, the estimated
coefficients of the longun cointegration relationship reveal that there are some statistically
significant determinants of distributional dynamics of client interest rates in the Czech
Republic in the peeod 2014 2019. This results in a rejection of Hypothesis #1. Specifically,
the market interest rate, representing the cost of funds related to consumer loans and indirectly
also the monetary policy stance, affects the mean and the median client irdezesh r
consumer loans, which were at the same time strongly influenced also by the decreasing
unemployment rate. Moreover, the median client interest rate on consumer loans was also
significantly also affectedthe evolution of the credit risk indicator the ratio of
nontperforming consumer loans to total consumer loans. This was also the case of the mode
of the empirical distribution of client interest rates on consumer loans while there were no
other statistically significant determinants of the evolubbthis measure.

Overall, if we assume the evolution of the three location measures captured in Figure
3.2, we can claim that the market rate and the unemployment rate affect rather the upper parts
of the distribution (the mean and also the median) wthiecredit risk indicator influences
rather the lower parts of the distribution of client interest rates on consumer loans (the mode).
Nevertheless, the observed distributional dynamics of the client interest rates on consumer
loans in the period 2012019 in the Czech Republic might be contributed to all of the three
determinants: the decreasing unemployment rate coupled with a benign evolution of credit
risk and relatively low, albeit slightly increasing market rates, facilitated this development.
Moreower, the results on the shetun dynamics of the market concentration variable (the
HerfindahtHirschman index) reveal that decreasing market concentration might have
contributed to a decrease in the client interest rate on consumer loans in thersHbwwe
allow for some link between market concentration and market compétiigsrbrought forth
by Gregor andiwleduld mterpret (hig s hr8effect of temporary marketing
campaigns that are designed to win over consumers on the market.

In terms of alignment of our results with the authoritative literature covered in Section
2, we are the first authors that provide valid results regarding thdtpasgh of market rates
to client interest rates on consumer loans using the data for tie @epublic. Specifically,
although the shoitierm coefficients on the market rate are statistically insignificant for all
three location measure, the estimated coefficients of the market rate in theurhong
cointegration relationship are 0.60 and 0.69 fbe mean and the median measure,
respectively. These values indicate an incomplete-fhmeagh and are slightly higher than
the value of 0.51 reported by £gert -cassd Macc T
period. Moreover, we can also comptite mean adjustment lag that is defined in our context
as the gap in the movement of the market rate and the client interest rate on consumer loans.
This can be determined as the ratio:

As the shorterm coefficients are statistically insignificant, we only assume the-tienmg

ones. The resulting values (in months) are 2.8 and 3.33 for the median and the mean measure,
respectively. Note that these values are comparable with the vajuesnret ed by Havr §
al. (2016). Generally, our results concerning the strength and speed of ttibrpagh are
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mostly in line with the prevailing view in the literature that the gssugh to client interest
rates on consumer loans is low and sfe Gr aeve et al ., 2007; £
2009; Aristei and Gallo, 2014; Gropp et al., 2014).

3.5.2 Additional variables on market concentration/market competition

The results of the estimations using the alternative variables for market concentatken/m
competition are presented in Tald&. Generally, the effect of market concentration on the
shortrun dynamics of client interest rates on consumer loans from the baseline estimation
does not seem to be robust, resulting in a rejection of Hypoth2sis case of the Boone
indicator, this might be caused by the fact that it cannot be determined for the consumer loan
mar ket only and thus we need to work with i
most of the other results regarding the valece of the market rate, the unemployment rate,
and the NPL ratio for the loagin evolution of client interest rates on consumer loans remain
intact. Interestingly, the estimation using the market competition variable based on the Bank
Lending Survey suggests that market competition is positively linked with the client interest
rate on consumer loans in the lenm. However, this result is not supported by any other
evidence. However, on balance we find that concentration or competition in the consumer
loan market seems to be a less relevant determinant of distributional dynamics of client
interest rates on consumer loans in the Czech Republic in the period22@24than the
market rate, the unemployment rate, and the credit risk indicator.

3.6 Conclusion

Consumer loans constitute a roegligible part of the loan portfolios of the Czech banking
sector, having considerable implications for its credit risk and profitability. However, little is
known about the shape of the empirical distribution of clieterest rates, its dynamics over

time and about the determinants that influence client interest rates on consumer loans as the
literature in the Czech context presents only limited evidence these topics. Thus, we analyze
the determinants of bark&vel didributional dynamics of client rates on consumer loans
between 20142019 when client rates have attained very low levels.

In our banklevel analysis, we use data on three location medsomean, median, and
modei to capture the distributional dynamicsancomprehensive manner. Moreover, based
on the relevant literature, we identify the market rate (as a proxy for the cost of funds related
to consumer loans and indirectly also to monetary policy stance), the credit risk indicator (the
proxy for the assejuality, potentially driving the risk premium), the unemployment rate (the
macroeconomic control), and mar ket concentr
markups) as potential factors which might determine these dynamics. As our estimation
framewo r k , we empl oy the pooled mean group est
(2012), Van Leuvensteijn et al. (2013) and F
the most suitable one for the specifics of our panel dataset as we hasttoorary and
cointegrated data.

In terms of our results, we find that the observed distributional dynamics of the client
interest rates on consumer loans in the period i2Z0% in the Czech Republic might be
contributed to the decreasing unemployment rate coupled with a benign evolutoedit
risk and relatively low, albeit slightly increasing market rates. Moreover, we find some
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evidence that decreasing market concentration might have contributed to a decrease in the
client interest rate on consumer loans in the short

However, the link between the market competition/market concentration and the
distributional dynamics is not particularly robust as we illustrate using three additional
variables. On the other hand, we are the first authors in the Czech context that obtain valid
results regarding the interest rate p#s®ugh from market rates to client interest rates on
consumer loans. Specifically, we find some evidence of a link between market rate and client
interest rates on consumer loans for the mean and the median mbbseer, the results
regarding the strength and the speed of the-tmmesgh are mostly in line with the

international literature on interest rate pase r ou g h (De Graeve et al

MacDonald, 2009; Aristei and Gallo, 2014; Gropp et al. 4201

Our results might have implications both for monetary policy and for financial
stability as we document that the recent distributional dynamics can be contributed to a
combination of benign development regarding the méoancial conditions in the &zxh
Republic. Moreover, client interest rates on consumer loans most likely remain at historically
lowest levels despite a recent increase in market rates due to a continuing positive
development regarding the unemployment rate and the credit risk ofncen&ans. At the
same time, the market competition/market concentration does not seem to influence client
interest rates on consumer loans. This implies that profits from consumer loans can continue
to contribute to a solid profitability of banks in thegeh Republic which also has potentially
positive implications for their capital adequacy.
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Table 3.1: Results of the Pedroni test, baseline

1) ) ©)

Variable .
Mean Median Mode
t-statistic
Augmented DickeyFuller -1.85*%*  -5.01%*  -7.74%*
Modified PhillipsPerron -1.77* -3.27%*  -5.20%**
Phillips-Perron -2.14*  5.44%*  -6.99***

Note:*** ** and * denote statistical significance at the 1, 5, and 10% level, respectively. The null hypothesis is
no cointegration while thalternative hypothesis assumes that all panels are cointegrated. The number of lags is
determined by the Akaike Information Criterion, with the maximum of 12 lags (monthly data).

Table 3.2: Determinants of distributional dynamics of client interest rateson consumer
loans (20142019, baseline)

1) 2) ®)

Mean Median Mode

Variable

Coef. Std. Err.  Coef. Std. Err.  Coef. Std. Err.

Long-run cointegration relationship

Market rate 0.60***  0.14 0.69***  0.14 0.15 0.33
NPL ratio 0.07 0.07 0.12* 0.06 0.42**  0.10
Unemployment rate 1.23**  0.09 1.51**  0.09 0.21 0.26
Market concentration -0.06 0.07 -0.06 0.07 0.18 0.18
Speed of adjustment  -0.18***  0.05 -0.25**  0.05 -0.38***  0.09
Shortrun dynamics

pMar ket r a -021 0.20 -0.13 0.32 -1.04 1.24
NPL rati o 0.04 0.04 0.04 0.07 -0.04 0.17
Unempl oy m 0.05 0.16 0.14 0.32 0.35 0.61
pMar ket co 0.04* 0.02 0.05***  0.02 0.07 0.07
Intercept 0.89***  0.26 0.73***  0.17 -0.27 0.60
No. of observations 643

Hausman test 0.47 0.41 0.15

Note: *** ** and * denote statistical significance at the 1, 5, and 10% level, respectively. The estimation
method is the pooled mean square estimator of Pesaran et al. (1999) based on the reported results of the
Hausman test that helps to decide betwiberpooled mean square and the mean square estimator.
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Table 3.3: Determinants of distributional dynamics of client interest rates on consumer loans (2002019, alternative variables on
market concentration/market competition)

Marketcompetlthn/ HerfindahtHirschman index including nebanks Boone indicator Competition based on the Bank Lending Survey
concentration variablg
(1) (2 3 (1) 2 (3) (1) (2) 3
Variable
Mean Median Mode Mean Median Mode Mean Median Mode
Coef. Std. Err.  Coef. Std. Err.  Coef. Std. Err. | Coef. Std. Err.  Coef. Std. Err.  Coef. Std. Err. | Coef. Std. Err.  Coef. Std. Err.  Coef. Std. Err.

Long-run cointegration relationship
Market rate 0.53*** 0.18 0.75%* 0.20 -0.17 0.44 1.35% 0.29 0.76%** 0.15 0.02 0.35 0.40** 0.20 0.22 0.20 -0.42 0.54
NPL ratio 0.09 0.08 0.12* 0.07 0.39%= 0.11 0.22** 0.10 0.13* 0.06 0.41%*= 0.10 0.04 0.06 0.09 0.06 0.32%* 0.11
Unemployment rate 1.02% 0.23 1.53% 0.25 0.14 0.60 0.52** 0.22 1.39% 0.12 0.35 0.22 1.05%* 0.20 0.98*** 0.20 0.22 0.55
Concentration / 0.29 0.45 -0.17 0.50 0.35 1.14 -101.38  71.39 -24.22 40.43 -6.85 94.20 0.24 0.22 0.63**= 0.23 0.50 0.62
Competition
Speed of adjustment | -0.20***  0.05 -0.26***  0.05 -0.40**  0.09 -0.16**  0.05 -0.25***  0.05 -0.39***  0.09 -0.20***  0.05 -0.28***  0.06 -0.42¥*  0.09
Shortrun dynamics
pMar ket r al -023 0.21 -0.16 0.33 -0.88 1.23 -0.38 0.23 -0.16 0.31 -0.88 1.24 -0.29 0.25 -0.18 0.33 -0.97 1.12
@NPL rati ol 0.03 0.04 0.04 0.07 -0.03 0.16 0.04 0.04 0.04 0.07 -0.04 0.15 0.05 0.04 0.06 0.07 -0.02 0.13
@Unempl oy n 0.05 0.14 0.09 0.29 0.37 0.60 0.01 0.13 0.15 0.38 0.55 0.54 0.05 0.14 0.15 0.32 0.19 0.69
pConcentra ggq 0.51 0.78 0.76 -0.70 1.71 1.33 5.97 6.44 1289  26.46 2536 | 0.82 0.53 0.37 0.59 2.37 2.65
Competition
Intercept 0.23* 0.11 0.93%* 0.21 -0.08 0.57 0.48** 0.21 0.45%* 0.13 0.93* 0.56 0.97% = 0.26 1.31%* 0.27 1.93%** 0.53
No. of observations 643 643 643
Hausman test 0.88 0.87 0.06 0.30 0.13 0.20 0.15 0.59 0.10

Note:*** ** and * denote statistical significance at the 1, 5, and 10% level, respectively. The estimation method is thmpanlsduare estimator of Pesaran et al. (1999)
based on the reported results of the Hausman test that helpside between the pooled mean square and the mean square estimator.
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Figure 3.1: Distributional dynamics of client interest rates on consumer loans (2014
2019, aggregate level)
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Note: The x axis shows the levels of interest rates wthike y axis shows the percentage of volume of new
consumer loans in an interval of a length of 1 percentage point. The empirical distribution is plotted in a given
month.

Figure 3.2: Location measures (2041 2019, aggregate level)
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Figure 3.3: Volume of consumer loans (2041 2019, various fixation categories)
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Figure 3.4: Potential determinants of distributional dynamics of client interest rates on
consumer loans (2041 2019)
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Figure 3.5: Additional variables for the market concentration and marketcompetition
(20141 2019)
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Chapter 4: Mortgage-related bank penalties and systemic risk among U.S. banks
Abstract

We analyze link between mortgagelated regulatory penalties levied on banks and the level
of systemic risk in the U.S. banking industry. We employ a frequency decomposition of
volatility spillovers to draw conclusions about systemde risk transmissiorwith short,
medium, and longterm dynamics. We find that after the possibility of a penalty is first
announced to the public, lofgrm systemic risk among banks tends to increase. -Siautt
mediumterm risk marginally declines. In contrast, a settlemeith regulatory authorities
leads to a decrease in the lelegm systemic risk. Our analysis is robust with respect to
several criteria.

4.1 Introduction and motivation
We analyze the link between mortgagéated regulatory penalties levied on bankghe
United States and the level of systemic risk in the U.S. bankthgstry In connection to the
(mis)conduct during the prerisis years, oversight and enforcement bodies in the U.S. have
levied substantial penalties on banks (Garret, 2016) andextent of those penalties
generated warnings that they might augment the systemic risk in the industry (European
Systemic Risk Board, 2015). This pertains especially to global banks and their managements
that are perceived by many as prime suspects regpmrfer the global financial crisis
(Kalemli-Ozcan et al.,, 2013; McConnell and Blacker, 2013) since their weakening of
mortgage standards and a general brgalof a credit market discipline fueled the U.S.
mortgage and housing bubble (Duca et al., 20RZnciere and Tornell, 2013.
Consequently, beginning of the crisis was marked by significant write downs and losses of
mortgagebacked holdings resulting from increased mortgage delinquencies (Schelkle, 2018)
amounting to about 500 billion USD accorditgHe et al. (2010). In this regard, it is not
surprising that more than two thirds of penalties levied by the U.S. authorities on banks after
the crisis have been linked to how banks behaved with respect to mortgages and foreclosures.
We focus on this typ of mortgageelated penalties and show whether and how they
contribute to the propagation of risk in the U.S. banking inddétry.

While bank penalties aim to establish a corrective to the inflicted social harm and to
serve as a deterrent for other bankss likely that such actions might create systemic risk in
the banking sector (European Systemic Risk Board, 2015). Why should penalties generate an
impact on banks' exposure or contribute to the systemic risk? First, negative publicity

33 One can also consider the role of CEOs and management of large financial companies in-tie diie

global financial crisis. In this regard, Boyallian and Ryiz r d %2 ( 201 7)) stdkiognbehavivedf t he r
CEOs of large U.S. financial companies was influenced in the period preceding the crisis by their exposure to
stock returns of their firmddowever, DeYoung and Huang (2016) establish that setting rules that should limit
risk-taking incentives of bank manageménand potentially also bankand contr
paradoxically lead to lower liquidity creation in the banking exyst

34 Typically, banks received penalties for the handling of subprime mortgages, misleading investors over
mortgage backed securities, unlawful mortgage securitization, improper foreclosure processing allegations,
securities law violations in connectioritivmortgagebacked securities sales to Fannie Mae and Freddie Mac, or
misleading investors about collateralized debt obligations tied to mortgage securities. A special case was the so
called National Mortgage Settlement in February 2012, when severad bgnded to pay more than 25 billion

USD to addmwmes gaglkeeiserii cing, foreclosur e, and bankru
2017).
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surroundingth@g ol i cy actions can destabilize the of:
its stock price as well as trust of investors and clients (Murphy et al., 2009). Penalty is also
likely to damage reputation that is a strategic asset for any company whossbus based

on trust (Fiordelisi et al. 2014), especially for banks. Further, negative reputational damage

has been shown to far exceed the financial penalty costs (Karpoff and Lott 1993; Karpoff et

al. 2008; Armour et al. 2017).These factors contajpotential to directly impact exposure to

risk of individual banks because investors revise and adjust their investment decisions and
strategies in relation to severity of the financial misconduct (Choi and Kahan 2007), and
extent of a penalty can be redad as its proxy. Second, the troubles of one market player

may spill over to the operations of its competitors as the banking sector is highly
interconnected (Morgan, 2002; Anginer et al., 2014). Specifically, a penalty can be
understood as an idiosyndrat s hock that Acould have a dram
the domino impact could potentially transmit failures from the initially affected bank to a
broad group of banks and potentially to the
148). Asa result, the penalties imposed on banks might ultimately create various negative
externalities in the financial markets as well as in the real economy that materialize in form of

risk. In addition, since we analyze impact of mortgegjated penalties,llabanks in our

sample face the homogenous type of penalties and this common feature provides room for
direct analysis of a systemic risk transmission.

In our analysis, we focus on publiefsaded banks operating in the United States that
have been subjetd financial penalties regarding their (mis)conduct related to mortgages and
foreclosures from U.S. authoriti#&Based on the publicly available data from the Financial
Times and the Wall Street Journal, we construct a unique-draftéd dataset on blan
penalties that covers the period from 2010 to 2016. Most notably, our dataset includes
information on two types of events related to a penalty: the announcement date, when the
possibility of a penalty is first publicly released, and the settlementwhé&x an agreement
about the penalty is reached between the bank and the relevant U.S. authority. Further, our
interest in mortgageelated penalties is grounded also in the fact that they constitute an
overwhelming majority of penalties levied on banksrapag in the U.S. during the pest
crisis period. Specifically, based on the Financial Times dataset and its extension that we
describe in the data section (Section 3), mortgatsed penalties account for about 72% of
all penalties levied on banR&In addition, in our analysis we also include a control group of
financial firms that did not receive any penalty related to mortgages or foreclosures.

35 In the context of the U.S. companies, Karpoff and Lott (1993) show that a reputational damagstseprese

about 90% of the equity loss. Karpoff et al. (2008) show that a reputational damage represents nearly 40% drop
in a market value after a misconduct is announced and two thirds of the loss should be attributed to the
reputational damage.

3¢ We do not consider potential effect of positive news in a form of various awards acknowledging the best banks
etc. The reason is that (i) this type of news is not comparable to our data as it originates from different sources
than from official oversightind enforcement authorities, and (ii)) it is well established that volatility tends to
react disproportionally more to bad news (Koutmos and Booth, 1995; Braun et al., 1995). This avenue is left for
further research.

37 Other types of penalties are reprasenin small or marginal proportions (indicated in parentheses) and are
related to Sanctions/Money Laundering/Tax Evasion (14 %), Market manipulation (10 %), Lending/Consumer
Practices (3 %), M&A (1 %).
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Following Diebold and Yilmaz (2014), we model systemic risk as systila
connectedness and we analyze emgbloy volatility spillovers derived in the spirit of Diebold
and Yilmaz (2009, 2012). The connection between the above approach based on volatility
spillovers and systemic risk is straightforward. Diebold and Yilmaz (2014) argue that the
spillovers captring the contribution of an individual network element to the sysidde
connectednessta-spillovers) can be seen as an analogy to the conditional value at risk
(CovaR) approach towards measuring systemic risk, as introduced in Adrian and
Brunnermeier (@16). Similarly, the measure of the spillovers, expressing the extent to which
individual network elements are exposed to systade events ffom-spillovers) can be
related to the marginal expected shortfall (MES) approach towards measuring systemic risk
pioneered in Acharya et al. (2010).

In terms of our working hypotheses, we examine the extent of risk that banks
discharge and receive (in the form of high volatility spillovers) in response to an
announcement of potential penalty or tosettlement. Further, we hypothesize that the
interaction between bank penalties and systemic risk might differ with respect to the short
medium and longterm. The potential differences in the interaction stem from the fact that
agents operate on differeinvestment horizod@sthese are associated with various types of
investors, trading tools, and strategies that correspond to different trading frequencies
(Gen-ay et al ., 2010; Conlon et al ., 2016) .
frequencydependent formation of i nvestorsodé prefer
of Bandi et al. (2019), Cogley (2001), or Ortu et al. (2013) that represent a theoretical
framework behind interpretation of our results. For our assessment we dimplisgquency
decomposition introduced by Barun2k and KSe
Yilmaz (2009, 2012) index to analyzing volatility spillovers at various frequencies. Since we
frequencydecompose the systemic risk from the stock pricesaok& the short medium,
and longterm investment horizons are actually reflected in volatility spillovers at-short
mediumrandlongt er m frequencies as shown in Barun?2k
to distinguish systerwide risk transmission witshort, medium, and longterm persistence.

In other words, we are also able to assess whether the effect of bank penalties is persistent or
shortlived.

Despite of importance of the systemic risk propagation among banks, research on the
link between penalties and systemic risk is negligible. So far, and to the best of our
knowledge, it is represented by Koester and Pelster (2018) and Flore et al. (2018)jew
both expertly conducted analyses in more detail in the next section. We differ from both
studies in two ways. We provide assessment of the specific link between morizdged
regulatory penalties levied on banks and the level of systemic migkel U.S. banking
industry simultaneously in two ways: from a bank to its peers within industry and vice versa.
Further, by employing a frequency decomposition of volatility spillovers, we deliver evidence
about systenwide risk transmission with sherimedium, and longterm dynamics and our
results are thus also linked to frequemiymain asset pricing. Our key result is robust
evidence on the differences between the penalty announcement and penalty settlement effects.
We show that after the possibiliyf a penalty is first announced to the public, ldagn
systemic risk in the U.S. banking sector tends to increase. In contrast, a settlement with
regulatory authorities leads to a decrease of the-femg risk. Further, since penalties are
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reflected inthe behavior of investors with longer investment horizons, our results carry also
implications for portfolio selection and investment strategies on financial markets as Dew
Becker and Giglio (2016) demonstrate importance of asset pricing in the frecimmneyn.

Finally, our analysis is relevant to authorities imposing the penalties as well as those in charge
of financial stability. While penalties are likely to affect both the performance and valuation
of the receiving bank, they might also influence oftrenocent) banks. We can also speculate
that heightened risk among the U.S. banks due to imposed penalties can transfer elsewhere
because Elyasiani et al. (2015) document the existence of an asymmetric volatility
transmission mechanism among financiatitution after the crisis, where the U.S. banking
industry assumes the leadership role of a global exchange center of information. Our results
then cast some hesitation on the corrective effect of the perfaliesice, our results also

have direct polig implications for financial stability.

The paper is structured as follows. Section 2 offers a review of the previous research
on bank penalties and their connection to systemic risk. In Section 3, we describe the
methodological approach based on volgtitipillovers. Section 4 presents the data, variables,
and testable hypotheses. We display our results and inferences in Section 5. The last section
concludes.

4.2 Literature review

The impact of bank penalties on stock prices and/or profitability is@sfof much research

in the field and recent applications include Koester and Pelster (2017), Tilley et al. (2017),
and De Batz (2020a, 2020b). On the other hand, the link between penalties imposed on banks
and systemic risk has been so far analyzed oplidester and Pelster (2018) and indirectly

also by Flore et al. (2018).

Koester and Pelster (2018) focus on the link between penalties to internationally listed
banks and two measures of systemic risk: dy
collect a hrge dataset on penalties (almost 700 cases) from 2007 to 2014 and employ panel
estimation with time and fixed effects. In terms of results, it is shown that there is a positive
statistical association between financial penalties and the level of systsknexposure of
banks (captured by the MES measure) but not between financial penalties and the level of
systemic risk contribution of banks (proxied
penalties make banks more vulnerable to market downturhghere is no evidence of the
transmission of shocks between banks. In our approach, we focus on -gydeemsk
transmission with shoft medium, and longterm dynamics as we assume a frequency
decomposition of volatility spillover¥.

Flore et al. (2018) focus on market reactions (stock, bond, credit default spreads) to
both the announcements of penalties and settlements of banks and interpret their results in
terms of systemic risk. Using a dataset covering the cases of large gloks| theey find that

38 Moreover, in the postrisis period banks have htmadapt to new rules and regulations that might potentially
restrict certain business activities of banks and thus impact their financial performance; in this sense new rules
and regulations can be, to a certain extent, considered somewhat similar teepdéimarth Jr., 2012;
Pridgen, 2013). However, assessment of such a hypothetical impact is beyond the scope of our analysis.

391n this respect, we also do not find evidence for transmission of shocks onesttomedium frequencies but

we provide evdence at longerm horizon. Adoption of the frequency decomposition approach is potentially

reason behind the partial difference in the evidence.
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uncertainty decreases following the settlement. This event is perceived by the market as good
news. This is also reflected in a positive market reaction (valuation effect) for banks under
investigation with the same regulatory autharithus, the authors conclude that settlements

do not contribute to a buHdp of systemic risk in the economy.

In terms of the literature related to the methodological approach, we draw inspiration
from seminal papers on systemic risk Agrian and Brunneneier (2016), Acharya et al.

(2010), and Diebold and Yilmaz (2014), along widtent papers on volatility spillovers by
Barun2k et al. (2016) and Barun2k and KSehl 2

Specifically, Barunz2k et al . (2016) I nt
asymmetries in volatility spillovers (good and bad volatility spillovers, i.e. spillovers due to
positive and negative returns). The authors examine the connectedness in the U.S. stock
market using data on liquid stocks in several sectors and show asyersp#iiovers of stocks
in different sectors that vary over time. One of the studied sectors is the financial sector,
represented by three major U.S. banks (Bank of America, Citigroup, Wells Fargo). In terms of
banks peci fic resulto, B8B8nunznltet talat HPDBG;t i v
individual banks to the rest of the sector diminished with the coming signs of tipFisue
mortgage crisis in 20070. Indeed, there is s
spillovers frombanks to other stocks in the crisis and the padsis years; at the same time,
there is some evidence, although not overwhelming, that banks also received bad volatility
from the system consisting of all other stocks.

Further, Bar un?2 kderven @ gertei@lefleduéndased méttb@ to
decompose a measure of connectedness and apply it to the U.S. banking sector. Specifically,
this method allows distinguishing the evolution of systemic risk at-$@ort, mediurterm,
and longterm horizons. Thauthors argue that such a distinction is useful as shocks might
create linkages with different levels of persistence. Their empirical findings show that
connectedness at high frequencies points to calm periods in markets while connectedness at
low frequeries is especially pronounced during the global financial crisis and the European
sovereign debt crisis. These distinct results underscore the usefulness of the fréaisedcy
approach towards analyzing systemic risk.

We aim to build on the surveyed liggure by incorporating the motivation of Koester
and Pelster (2018) and Flore et al. (2018) i
(2018). In doing so, we aim to provide a comprehensive assessment of the propagation of risk
in the U.S. banking dustry in connection to the announcement of mortgatged penalties
and their settlements.

4.3 Methodology
We use a methodology based on the concept of volatility spillovers introduced in Diebold and
Yilmaz (2009, 2012, 2014). Further, we assume tkguency decomposition of volatility
spillovers as in Barun2k and KSehl2k (2018
bankspecific spillovers at various frequencies capturing to what extent a bank contributes to
the systerwide connectedness/systemiiskr (to-spillovers) and to what extent a bank
receives shocks from the banking industrgrfrspillovers).

A starting point of the analysis are time series of daily total volatility measures derived
from banksd stock pri ces.-freBuencyadats, e coreputeitbe n ot
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daily volatility of stock prices by following thapproach introduced byaFkinson (1980) and
used by Diebold and Yilmaz (201%) We compute daily variance based on the deviation
between high and low stock prices as:

6o ——="0 ah (2)
T4 €
where'Qandastand for high and low prices, respectively, anad is the estimator of
daily variance. To obtain the annualized daily percentage volatility, we further compute:
0w pmm ¢UucO wh (2)
where 252 represents the number of trading days in a year&siiand Zhang (2003) and
Taylor et al. (2010).
The spillover measures by Diebold and Yilmaz (2009) rely on variance decomposition
from vector autoregressions (VARS) that captures how much of the future error variance of a
variable 'Qis due to innovatios in another variabl&@ For ( assets, we consider an-
dimensional vector of daily volatilitie€)6 06 B M6 , to measure total volatility
spillovers.
Let us model thé -dimensional vectod wby a weakly stationary VARY) as0w
B i|fmw:i X,where DG mh is a vector of Q'QiiBturbances and ; denotest)

coefficient matrices. For the invertible VAR process, the moving average representation has
the following form:

LW " <8 3)

The 0 U matrices holding coefficients ; are obtained from the recursion
B , Where ‘O and nifor I 1 The moving average representation is

useful for describing the dynamics of the VAR system as it allows isolatirfgréneast errors
that can be used for the computation of the connectedness of the system. Diebold and Yilmaz
(2012) further assume the generalized VAR of Koop et al. (1996) and Pesaran and Shin
(1998) to obtain forecast error variance decompositions teaheariant to variable ordering
in the VAR model, and it also explicity accommodates the possibility of measuring
directional volatility spillovers?

In order to define the total spillovers index of Diebold and Yilmaz (2012), we consider
the 'Ostepahead generalized forecast error variance decomposition matrix having the
following elements fof  pltis:

f C w15 g o, @)
B | n
where pare moving average coefficients from the forecast at time denotes the variance
matrix for the error vector ( A is the'Qh diagonal element of , andQ andQ are the
selection vectors, with one as tAh or '@h element and zero otherwise. Normalizing

elements by the rovwsum fs [ 7B [ |, Diebold and Yilmaz (2012) then define the

40 The otherpossibility, suitable primarily for very higfrequency datais to quantify volatility in termsof the

realized varianceRV) introduced by Andersen et al. (2001) and Barneldiffisen (2002) and used in Diebold

and Yilmaz (2014).

41 The generalized VAR allows for correlated shocks; hence, the shocks to each variable are not orthogonalized.
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total connectedness as the contribution of connectedness Volatility shocks across
variables in the system to the total forecast error variance:

“ P
Y pTt r[(,) o 8 (5)
R
Note thatB | pandB | 0, hence, the contributions of connectedness from

volatility shocks are normalized by the total forecast error variance. To capture the spillover
dynamics, we use a 3@fay rolling window running from poinb ¢ wto pointo. Further,
we assume a forecdsdrizon'©  p tand a VAR lag length of 2 based on the AIC.

The total connectedness indicates how shocks to volatility spill over throughout the
system. Further, directional spillovers allow us to decompose the total spillovers to those
coming from, or to, a particular asset in the network. Diebold and Yilmaz 20&gose to
measure the directional spillovers received by asem all other asset§)(from-spillovers)
as:

o p -
Y in pT T[UT —h (6)

i.e., we sum all numbers in rov@except the terms on the diagonal that corresponds to the
impact of assefbn itself. The) in the subscript denotes the use ofiadimensional VAR.

In a similar fashion, the directional spillovers transmitted by aSsetll other assets
O(to-spillovers) can be measured as:

o p
Yo pT T[l,)T — 38 (7)

Having introduced the directional spillovers that constitute a crucial dimension of our
analysis, we further assume frequency decompositiorie-and from-volatility spillovers
into those that reflect shetérm (up to 5 days), mediuterm (up to 20 daysand longterm
(up to 300 days) dynamics. Importantly, these intervals correspond to connectedness within a
business week, a business month, and a business year, respectively.

A natural way to describe the frequency dynamics (whether long, medium, ror sho
term) of connectedness is to consider the spectral representation of variance decompositions
based on frequency responses to shocks instead of impulse responses to shocks. As a building
bl ock, Barun2k and KSehl2k (20cto) A donsider

B A , which can be obtained as a Fourier transform of coefficientsith 'Q 1 p.
The spectral density a6 at frequencyd can then be conveniently defined as a Fourier
transform of the) 0 Hb filtered series:

3 ) Wi i A A A 8 ®)

The power spectrurﬂ,| o1 is akey quantity for understanding frequency dynamics since it
describes how the variance 9f} is distributed over frequency components Using the
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spectral representation for covariance, @) f; . 4 1 Q Q1, Bardn2k ar

KSehl2k (2018) naturally define the frequenc
The spectral quantities are estimated using standard discrete Fourier transforms. The

crossspectral density on the intervah  APA gdhAN AP PA A is estimated as

B ) 5 for 58 — Bh— , where 5 B A 7 | and
T4 U, wheredis a correction for a loss of degrees of freedom and depends on the VAR
specification.
The decomposition of the impulse response function at the given frequency band can

be estimated as A B S . Finally, the generalized variance decompositions at a
desied frequency band are estimated as:

A \ A A 5 tA : ©)
h R W ¥
where 3 9 ——  is an estimate of the weighting function, wheng

B N) S
Then, the connectedness measure at a given frequency band of interest can be readily
derived by substituting the ; 'Q estimate into the traditional measures outlined alitve.

4.4 Data, variables, and hypotheses

4.4.1 Sample of banks and bgménalties

In this paper, we compute volatility spillovers based on the stock prices of 17 key banks
operating in the United States. The analyzed network is comprised of puldidéd banks

that were given a penalty for their (mis)conduct relateantotgages and foreclosures by
various U.S. oversight and enforcement authorffieBhe sample of banks includes: the
largest U.S. banks operating nationwide (Bank of America, JPMorgan Chase, Citigroup,
Wells Fargo, Goldman Sachs, and Morgan Stanley),-db8iciled banks with a more
regional focus (SunTrust, PNC, U.S. Bancorp, Flagstar Bank, and Fifth Third Bancorp), and
several major no).S. banks operating in the United States (Deutsche Bank, Credit Suisse,
Royal Bank of Scotland, HSBC, UBS, and BarslayThe inclusion of not.S. banks is

42 The entire estimation is done using the packiigguencyConnectedness R software. The package is
available on CRAN or athttps:/github.com/tomaskrehlik/frequencyConnectedneSe far, frequency
connectedness has been empirically assess@aby un2 k and , KBahlunk k( 2008 )Ko| enda
Tiwari et al. (2018).

43 The authoritiesthat reached a settlement with banksclude the Department of Housing and Urban
Development,the Department of Justicethe Federal Deposit Insurance Corporation, the Federal Housing
Finance Agency, the Federal Resee National Credit Union Administratiorthe Office of the Comptroller

of the Currencythe Securities and Exchange Commissgmveral statattorneys, and thattorney GeneralFor

an overview of major U.S. law enforcers and regulators, see Flore et al. (2018) whose methodology related to
misconduct results we follow and correspondingly, we do not distinguish between settlerexdiat as means

of a case closure as the vast majority of cases is resolved through settlements. However, we do not assess
potentially different impact of penalties on systemic ngkh respect tdhe type of enforcement authorig we

would be forcedto work with number offragmented subsamplesiith a single exceptionQffice of the
Comptroller of the Currengy Flore et al. (2018) report statistically insignificant results linketheotype of
enforcement authorityl his option might be explored the future should the sample sizes become of statistical
relevance.
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warranted by the fact that many of them received very large (volumes of) penalties when
compared to some U.S. banks with a more regional focus, as we later present imtEigure
Daily stock price data were download&#dm Yahoo Finance and stock price volatility is
estimated using the rangédsed estimator in Parkinson (1980). Descriptive statistics of the
volatility data are shown in Table5A

Our analysis covers the years from 2010 to 2016 as we examine regaletiory
takenaftert he gl obal financi al crisis based on th
analysis, we construct a unique handcrafted dataset of the mer&datpel penalties imposed
on banks operating in the United States that are listedlable A6. Our accent on the
mortgagerelated penalties stems also from the fact that they represent about 72% of all
penalties imposed on the banks operating in the U.S. during thermistperiod. The core of
the dataset was collected by Financial Tsmieporter$* However, the core of the dataset
does not contain any data after July 2015 and, more importantly, it does not provide any
information about when the possibility of a penalty was first publicly announced. Thus, we
use the Factiva databasedmsscheck the accuracy of the dataset and we further extend it
until the end of 2016. Most importantly, for each penalty we further add a date when the
possibility of a penalty (that eventually materialized) was first publicly announced in the Wall
Stree Journal®® It needs to be stressed that the announcement date is, in fact, the very first
public announcement related to the penalty as during our news search we did not find any
previous indication about a penalty. Thus, the first announcement ofibilityssf a penalty
should be indeed unanticipated by the general public. As for the settlement, there might be
available (but not necessarily) some news about the development in the case before the
settlement itself. However, as we have identified ordéyndful of unresolved cases, the
settlement is not a question of Awhether it
it quite distinct from the first announcement of the possibility of a penalty.

Figure4.1 shows the gross volumes of penaltieatexl to mortgage and foreclosure
misconduct that several banks in the United States had to pay in the period from 2010 to
2016. The total amount stands at almost 140 billion ¢SThe outlay of the single largest
receiveri Bank of Americal constitutes sbund 40% of the total volume; the results are
robust with respect to this large penalty receiver as we show via a robustness check in Section
5.4. In general, the U.S. banks paid in penalties significantly more than their European
counterparts. In termsfdhe yearly dispersion of penalties, Figu4& illustrates that a
decisive share of the penalties was levied between 2012 and 2014 (around 110 billion USD).
After a quiet 2015, U.S. authorities collected almost 24 billion USD in 2026detailed
overview of the penalties is presented in Table@afand Ab, which contain precise
information on the announcement date, the settlement date, the name of the bank that received

44 The data can be downloadech#tp://ig-legacy.ft.com/content/e7fe9fZ#2lb-369f-83b25e67c8fa3dhf

5 In our analysis we consider cases of penalties that eventually materialized. We do not considenerases
banks were acquitted after an announcement of an investigation related to mortgages or foreclosures. We admit
that such an analysis could yield insights abbotarkets can foresee whether a case is relevant (i.e. leads to a
penalty). However, ouresrch in the Wall Street Journal shows that the number of such cases is negligible and
immaterial with respect to the analysis.

46 This amounts to almost 1% of the 2016 U.S. GDP.

4" The heat wave of penalties has not receded after that, as the Trump adtianitvied penalties on Barclays

and the Royal Bank of Scotland in 2017 and 2018.
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a penalty, the name of the regulator who imposed the penalty, and the valueaiahg {in

million USD) 8 Interestingly, the same announcement date applies for several cases that
were, however, settled at various dates. The size of the penalties typically ranges between 0.1
and 0.5 billion USD, as Figu#3 shows; still, there areegeral cases of very large penalties

over 5 billion USD. Further, Figuré.4 reveals that the enforcement process (i.e. the time
span from the announcement date to the settlement date) takes in most cases more than 2
years.

4.4.2 The link between baplenalties and systemic risk

Our working hypotheses are focused on systeéde connectedness after the announcement

date and the settlement date. Indeed, such events have a potential to create systemic risk in the
banking sector (European Systemic Risk Boar 2 01 5) as investorso t
quickly (Murphy et al., 2009) and the troubles of a specific bank might swiftly transfer to its
competitors (Morgan, 2002; Anginer et al., 2014). However, in terms of empirical evidence,
Koesterand Pelster (286)) do not find that apdsystdncsesskcontr
is higher after a penalty is imposed. Also, Flore et al. (2018) conclude that the settlement has

a rather calming effect on markets. Thus, in our working (null) hypotheses, weaaskbfa n k 6 s
contribution/exposure to systemic risk is higher after the announcement/settlement date or
not:

Hypot hesi s #1: A bankods contribution t o S
announcement date or settlement date.

Hypot hesi s # 2 retofsystenaiariskddees mokiqcieasel after the announcement

date or settlement date.

We expect that the announcement date might lead to a-lguitef systemic risk due to its
unexpected nature. By construction, the announcement date is the first timethene
possibility of a penalty (which was eventually imposed) was announced publicly. On the other
hand, the settlement date might come as a relief for markets after a protracted period of
uncertainty. Moreover, prior to the settlement, banks might disctbat they created
provisions for legal matters, giving markets some indication that the penalty was already
internally accounted for (Flore et al., 20%8)In terms of the three measures of
connectedness, the lotgrm measure in particular might be affected by penalsted
events, as it represents shifts in investors
(2009). On the other hand, shtetm and mediumterm connectedness might also appear
relevant if penalties were perceived by markets astiome events. Finally, it might be

insightful to assess Hypotheses #1 and #2 from two angles: to distinguish if there is any
difference in a specificbn k 6s contri bution/ exposure to sy
the specific bank was the target of the penalty or one of its competitors was the target.

48 There are a few cases whitye announcement dates are unavailable. This means that the announcement of the
settlement was also the first time when the possibility optraltywas first announcedVe classify these cases

as settlement dates (and not announcement dates). A similar approach is used in Tilley et al. (2017).

4% Such behavior would be also consistent with the requirements grounded imtt@ational Financial
Reporting Standards (IFRS) that banks are obliged to follow and that are enforced by the IAS 39.
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To assess both hypotheses empirically, we develop a testing strategy in the spirit of
Doners and Vat (1996), Clayton et al. (2005), and Uhde and Michalak (2010). As a tool we
use the test of Wilcoxon (1945) to examine if two (paired) samples share the same
distribution. The Wilcoxon test is quite effective for our purpose as it is especially suited to
assess nenormal data (Gibbons and Chakraborti, 2011). As an alternative we also use a non
parametric paired sign test to check robustness of our results with respect to the choice of our
testing strategy tool.

Initially, for each bank in our sample, werin two types of vectors of penalties for
both the announcement and the settlement date. The first two vectors capture all the dates

when a bank has its own penalty announced o
penal tieso. T s eaptore dl ¢he datesvwhenvak thea avher banks have their
penal ties announced or settl ed; these two v

Note that all four vectors contain mutually exclusive information.

Second, for each bank in our samphe collect median values db- and from-
spillovers with the short medium, and longterm dynamics around the announcement date
and the settlement date with the intervals indicated in Fig52® Note that the length of the
intervals corresponds to hoall three connectedness measures are defined: thetshuort
measure captures spillovers of up to 5 days (one business week), the ftexdiumeasure
up to 20 days (one business month), and the-lemg measure up to 300 days, which is the
length of ther ol | i ng window (one business year), S
KSehl 2k (2018).

Third, we obtain tables of median values@fandfrom-spillovers across banks with
the short, medium, and longterm dynamics before and after the announcenresgttiement
dat e. The median values are obtained for e
penal tieso or Aot her banksd penaltieso). Cc
determine if the distribution of penalties before and after the anweotent/settlement date is
the same or not. Specifically, we examine if the median difference between the values of
spillovers before and after the announcement/settlement is statistically different from O.
Finally, we use boxplots to illustrate in a gragah way the relationship between pairs of
values of spillovers before and after the announcement/settlement date.

Finally, for the sake of easier interpretation, in quadranty @Y of Table4.1 we
discuss four types of results we can obtain from thepsetive of a specific bank. First, we
obtain two types of results that seem of primary interest: @2 extent of the contribution of
a specific bank after it has its own penalty announced/settled (while nothing happens to its
competitors), and Q# the extent to which a specific bank is exposed to systemic risk after
one of its competitors has its own penalty announced/settled. The above two options are
captured in bold in Tablet.l. However, the other two options that might be equally

50 For the shorterm connectedness measure, we assume the time inteSvebsyg, 0 days] and [0 days, 5 days]
before and after the anuncement or settlement datesr Ehe mediuntermwe considetheintervals [20 days,

0 days] and [0 days, 20 days], and for the Itergrwe work withtheintervals 300 days, 0 days] and [0 days,
300 days].Since the systemic risk measures are cosppdivr three different intervals on corresponding time
windows, the approach resembles an egtudy analysis. As such, it benefits from the fact that an unwanted
impact of general development in economy on specific-bownded events is to a large extteliminated by
focusing on the timevindows and not on the entire time span.
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interestingi agpeci fic bankds contribution to system
(Q1) and a specific bankds exposure to syste
not (Q3).

Specifically, if we find that the results for a specific bank amilar regardless of
whether it was targeted or its competitor was, we can arguarigenalty affects the entire
banking system. Thus, rather than having a desired corrective impact on a particular financial
institution, a penalty increases the systens&, potentially making the banking sector less
stable and more vulnerable.

4.5Results

45.1 Total and frequency connectedness

As a preliminary step, we briefly comment on the total and frequency connectedness of our
network of 17 banks. Corresponding spillovers are shown in Fgérd otal connectedness

stands at more than 80% throughout the entire sample periodi 209, exept for the
period after mieR 0 1 2 when it temporarily recedes aft
ECB President Mario Draghi (201%)In terms of frequency connectedness, the dynamics of

short and longterm components differs substantially. Firghe tlongterm component

prevails in the aftermath of the subprime mortgage crisis in 2009 and then briefly frem mid

2011 to mid2012. The result for our sample of banks exhibits a very similar pattern as that
shown by Barun2k and K®eghen? frequén@ OcdnBectediessg ur e
among eleven major financial firms representing the financial sector of the U.S. economy.

The starting point of the latter period is likely associated with the downgrading of U.S. bonds

on August 5, 2011, whiletheendp nt can be again related to
by ECB President Mario Draghi. After that, the letegm connectedness recedes and short

and mediurrterm connectedness become relatively more influential. As shown in HFdjre

the short and bngterm connectedness are almost perfectly negatively correlated. This is in
l'ine with the argument of B aterm rcénkectedness K Se
characterizes periods of calm markets while lemgn connectedness dominates in times of
heightened investor uncertainty.

4.5.2 Contribution to systemic risk

In Hypothesis #1, we ask if a contribution of a bank to systemic risk (expressed by
spillovers) is higher after the announcement/settlement date and if so, at which frequencies.
Figure4.7 reveals the detailed results; aggregated results are presented id.Zgpémel (a).

First, we assess reaction in cases when a specific bankegdsivwwn penalty (Figu.7a).

It seems that the first public announcement of the possibility of a penalty leads to a
realignment of the relative importance of the three frequency connectedness measures. The
levels of the shosterm and mediurterm riskmeasures decline. However, after a penalty is
announced, the recei Vitermg syfteanit kisk gsesclio atherrwortisu t i o n

51 The end of the EU sovereign debt crisis coincides with a remarkable statement by the ECB President Mario
Draghi (2012) at the Global Investment Conference in London on July 28 0 1 2 : AWithin our man
is ready to do whatever it takes to preserve the eur
(2016) show that the European financial markets started to rally immediately after this statement tied that
economic situation began to improve.
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a penaltyreceiving bank begins to make the system more interconnected with respect to a
long period of time.

Our results at shortand mediursterms are in line with those of Koester and Pelster
(2018) in that we also do not find evidence for transmission of shocks between banks. Our
evidence at longerm differs but it can be explained from the perspective of thypérmecy
decomposition approach that offers finer di:
i nvest ment horizons. Specifically, from a t
Conlon et al., 2016; Bandi et al., 2019; Cogley, 2001; Ortu e2@l13) as well as the fact that
investors focus on different investment horizons when forming their investment decisions, the
degree of connectedness differs at di fferen
practice, since a lonterm represents long investment horizon, the results might reflect
worries of investors who do not know how long a pentdtgettlement process might take.
On the other hand, from the short and medium investment perspective, once a penalty is
announced, portfolio adjtreents can be swiftly made. The results and interpretation are also
in line with the evidence that lortgrm spillovers dominate in times of heightened investor

uncertainty in case of the U. S. financi al [
uncertainty substantially increases volatility spillovers at leign in case of interactions
bet ween oil and forex mar ket s AeBrariskuismmioke and

pronounced on forex market (Tiwari et al., 2018).

The opposite evidence gesented after a settlement between a receiving bank and a
U.S. authority is reached. In these circumstances, thetéwngsystemic risk decreases while
the two measures capturing the effects at shorter frequencies do not record any statistically
significant change. This pattern might be interpreted as a relief experienced by financial
markets once the enforcement process is over; such finding and interpretation are in line with
Flore et al. (2018).

Interestingly, similar findings are also obtained whee wor k wi t h t he #fAo
penaltieso vector of annddb) dresmmeans thas aspedcifice me n t
banki which is not mentioned in the announceménmtadiates higher lonterm spillovers
after some other bank has a possible pgnaftnounced. In other words, an event that
occurred to a competitor induces a comparable reaction as if the penalty was granted to the
specific bank. Similarly, after another bank settles its penalty, the contribution of a bank not
receiving a penalty tohgterm systemic risk decreases. The effects for slaod medium
term systemic risk vary but are generally smaller than that for thetéwngcounterpart.

45.3 Exposure to systemic risk

Il n the previous subsect i on utionwelongten systdmics h e d
risk is higher (lower) after the announcement (settlement) date, regardless of if the bank
received its own penalty or if a competitor was targeted. Now, we are interested in whether
for a specific bankfrom-spillovers differ after other banks have a penalty announced/settled,

as outlined in Hypothesis #2. Figu#e8b then reveals that a specific bankvhich does not

have a penalty announcédeceives higher lonterm systemic risk from the banking sector

after a penalty is announced for a competitor. Similarly, after a penalty is settled for the
competitor of the specific bank (that does not face the need of its own the settlement), the
specific bank faces lower systemic risk exposure with-temngn persistnce.
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Next, the specific bank is also exposed to higher-kemign systemic risk after it has its
own penalty announced (Figu4e8a). This signals that other banks in the system react even if
they do not face the possibility of their own penalties. Assaltethe system becomes more
interconnected over a long period of time. However, after a settlement is reached the specific
bank begins to receive less letaym systemic risk from its competitors.

Overall, it can be concluded that systemic risk is higiftar the announcement of a
penalty and systemic risk is lower after the settlement (Figureand4.8; aggregated results
are presented in Tabk.2, panel (a)). Interestingly, this result is related to the -tengn
connectedness measure: the transioms of shocks through the system with higher
persistence reflects high uncertainty on the market, which affects the beliefs of investors
(Barun2k and KSehl 2k, 2018; Barun2k and Kol
penalty, both londerm from andto-spillovers increase, indicating an elevated level of {ong
term connectedness of the system. On the contrary, we see the opposite development after a
settlementi both types of spillovers tend to decrease. Thus, the increased level of
connectedness aftdre announcement of a penalty is not permanent.

Finally, some banks were affected by penalties simultaneously. However, from Table
ABG, it can be observed that such events constitute a minority of cases as the parallel events
relate solely to the Nation@ettlement in early 2012 or the settlement of several banks in
January 2013. Nevertheless, parallel events are included in aggregate results when
considering the vector of own penalties (and employing froth andto-spillovers). On the
other hand, parl events are not included when considering the vector of other banks'
penalties (for botHrom- and to-spillovers) as the vectors are mutually exclusive. The key
observation is that the results based on both types of vectors are very similar, whiatesndic
that occurrence of few parallel events does not compromise the results.

45.4 Robustness checks

We perform several types of robustness checks to consider: (i) a restricted set of penalties, (ii)
different interval bounds for longerm spillovers, andiii) an extended control sample of
financial institutions. Finally, we also employ an alternative itebie sign test to check the
robustness of all reported results derived from using the Wilcoxon test.

First, we revisit the baseline estimation but restrict the set of penalties to include only
larger penalties over 325 million USD (the median penalty value in the sample). As we show
in panel (b) of Tablel.2, the key findings remain intact. The finding ans that our baseline
results are invariant to the penalty size and are not driven by relatively small penalties. In
order to account for the single largest penalty receiver (Bank of America; about 40% of the
total volume of penalties), we perform estimation a group of banks without this particular
bank. The results are reported in panel (c) of Tdt##eand follow the same pattern as those
for the full sample of banks. We conclude that our results are robust with respect to the
inclusion of the largegienalty receiver.

We further assess whether the results substantially differ if we assume larger relative
penalties instead of absolute ones; larger relative penalties are defined with respect to the total
assets of a given bank in the quarter precediegpenalty. In this case, the median value is
0.04% (the absolute value of the penalty divided by the total assets of the bank). The results
are very similar to those presented for absolute penalties in panel (b) of4Tzkieese are
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not reported but aravailable upon request. Hence, we conclude that our results are invariant
to whether a penalty is measured in absolute or relative terms.

Second we test the robustness of our results in terms of-teng spillovers, which
constitute a vital part of owanalysis. 300 days is the boundary for kbegn spillovers used
in related studies (e.g. Barun2k and KSehl 2k
be argued that over such a period of tithe, distribution of the median values of letegm
spillovers can change due to other factors than penalties, for example due to earnings
announcements. Therefore, we lower the interval boundary to 80 days, which represents
approximately one third of a business year and thus sufficiently accounts foerlyuart
earnings announcements. Further, thed8@s boundary is proportionally as much more than
the mediurmterm spillovers interval (20 days) as the meditemm spillovers boundary is to
the shortterm spillovers boundary (5 days). The results are presamteanel (d) of Table
4.2. The magnitude of the coefficients with respect to the baseline case presented in panel (a)
of Table 4.2 somewhat decreased as one might expect due to decrease of titerrong
boundary from 300 to 80 days. However, the coeffiiseassociated with both &lays long
term to-spillovers androm-spillovers are statistically significant and their signs are same as
in the baseline case of 3@@ays longterm spillovers (Tabld.2, panel (a)). Finally, the results
for both 300days and80-days boundaries do not materially change with respect to
employment of the Wilcoxon or an alternative sign test. Based on the detailed robustness
check, we conclude that the reduction of the length of thetieormg spillovers boundary does
not affect ow baseline results, and as such penalties represent key factors affecting risk
propagation among banks.

Third, we extend our sample of 17 banks with additional 17 other pubdaded
financial firms operating in the U.S. that are not involved in the gage business with data
available for the period 2008017°? These financial firms could not have received a penalty
related to mortgage or foreclosure and constitute a suitable control group. We consider all the
dates when one of the 17 banks from our baseline sample exhibits a penalty announced or
settled. Then & inspectfrom andto-spillovers after the announcement and settlement dates
only for the control group of financial institutions. Our prior is tt@spillovers might not
materialize as the additional financial institutions are not engaged in the geitigainess.

The results are presented in panel (e) of Td®eand provide a rather clear picture. The
control group of financial firms unrelated to mortgages receives moretéomyspillovers
from the system of financial institutionsgm-spillovers)that contains also 17 banks from our

52 The extended sample includes following companies: American Express Company (AXP), The Bank of New
York Mellon Corporation (BK), MetLife, Inc. (MET), Mizuho Financial Group, Inc. (MFG), Capital One
Financial Corporation (COF), State Street Corporation §SBUn Life Financial Inc. (SLF), Northern Trust
Corporation (NTRS), KB Financial Group Inc. (KB), Torchmark Corporation (TMK), Western Alliance
Bancorporation (WAL), Sterling Bancorp (STL), American Equity Investment Life Holding Company (AEL),
Hilltop Holdings Inc. (HTH), Berkshire Hills Bancorp, Inc. (BHLB), Banco Latinoamericano de Comercio
Exterior, S.A (BLX), and Citizens, Inc. (CIA). The extended sample includes not only banks but also other
financial institutions because there were not enough bwatsare not engaged in the mortgage business with
data available for the entire period 20@817. In other words, limited availability of the relevant stock price
data on banks operating in the U.S. precludes an analysis when one could compare hoauticement of
mortgagerelated regulatory penalties on a specific bank generates spillovers on other banks that are likely to be
subject to similar penalties due to their past mortgatsed lending practices compared to other banks that are
not likely toface such penalties.
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baseline sample that did receive mortgegjated penalties; lorterm coefficients associated
with from-spillovers are statistically significant. However, poortgagerelated financial
firms do not increase lonAgrm systemic risk to-spillovers) after an announcement of a
mortgagerelated penalty; the loatgrm coefficients associated witb-spillovers are small
and statistically insignificant. On the other hand, the contribution of thenurtgagerelated
financial firms to longterm systemic risk is somewhat lower after a settlement is announced
for a bank that received a penalty related to mortgages or foreclosures. The finding points to
an asymmetric reaction of nenortgagerelated financial firms to the annowrent and
settlement of mortgageelated penalties. Specifically, nomortgagerelated financial firms
do not react to original shocks (penalty announcements) but take part in the systemic risk drop
once the cases are closed. Overall, the findings camurenarized in a way that (i) nen
mortgage financial institutions are indeed affected by the turmoil of financial institutions
active in the mortgage business caused by mortgelgeed penalties but (i) nemortgage
financial institutions do not contribute the amplification of the original shock on their own,
although they might play some role in the lowering of systemic risk after settlements.

Finally, when we compare results based on the sign test (right part of panels in Table
4.2) and those based dine Wilcoxon test (left part of panels in Takl®) we detect that a
few results based on the sign test exhibit lower statistical significance. However, in terms of
the outcome the sigtest results are equal to those based on the Wilcoxon test.

4.6 Condusions

In this study, we analyze the link between mortgesjated regulatory penalties levied on

banks and the level of systemic risk in the U.S. banking industry. It is generally
acknowledged that the subprime mortgage crisis evolved into a dioaatial crisis. While

the main objective of any penalty is arguabl
it can be argued that such action by oversight and enforcement authorities can also destabilize
the banking sector if the impact of themalty travels across the sector and also affects
innocent banks.

In this sense, our paper contributes to the recent wave of interest in how banks respond
to penalties within the industry. Originally, a detailed assessment was prevented by the lack of
adequate techniques. However, recent advances in the econometdaturliteenable a
guantitatively new level of assessment. Thus, we build on seminal papers on systemic risk
such as Diebold and Yilmaz (2009, 2012, 2014), Adrian and Brunnermeier (2016), and
Acharya et al. (2010). Moreover, we assume the frequency decorapositivolatility
spilloversir ecently introduced by whichalowsukto drawd KSe
conclusions about the propagation of penalties in terms of volatility with-shaetlium and
long-term dynamics within the U.S. banking sector. Végalop a testing procedure based on
Wilcoxon (1945) and in the spirit @oners and Vorst (1996), Clayton et al. (2005), and Uhde
and Michalak (2010) that suitably considers the construction of the frequency measures of
connectednessinally, we use a hahcrafted dataset on mortgagaated penalties imposed
on banks operating in the United States that includes both the date when the possibility of a
penalty is first announced and the date when the bank reached a settlement with the relevant
U.S. authoriy. We hypothesize that systemic risk might evolve in a different way after each
type of event.
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We find that after the possibility of a penalty is first publicly announced,-termg
systemic risk in the U.S. banking sector tends to increase, indicatingihggrtainty among
investors with respect to longer investment horizons. Shod mediurrterm systemic risk
does not play a major role, which is in line with Koester and Pelster (2018) who show that
penal ties do not si gnioh o syatenticlrigk. Véefbélievahat the a n k s ¢
difference is driven by the frequendgcomposition approach that allows to account for
differences in investment horizons. In contrast, a settlement with regulatory authorities leads
to a decrease in the lotgrm connectedness in the system. This latter pattern is in line with
Flore et al. (2018) and might be interpreted as a relief that financial markets experience once
the enforcement process is over. Interestingly, we show the same pattern in terms of the
contribution/exposure of a given bank to systemic risk regardless if this bank had a penalty
announced/settled or one of its competitors ditlus, rather than having the desired
corrective impact on a particular financial institution, the penalty can leachtodaatagion
that increases systemic risk, potentially making the banking sector less stable and more
vulnerable In this sense, our results can be compared to those of Pino and Sharma (2019) who
study the contagion effect in the U.S. banking sector inptheod from 2001 to 2012 and
uncover bank contagion since 2003; the contagion became more pronounced before the onset
of the global financial crisis and remained present until the end of the sample period.

In terms of robustness checks, we find that owebae results are not driven by
relatively smaller penalties or interval boundaries for the ‘emgn spillovers. We also
perform a robustness exercise that demonstrates that financial institutions that are not engaged
in the mortgage business do not eatanhigher (lower) longerm spillovers after an
announcement (settlement) related to a mortgage or a foreclosure penalty of their competitors.
Our results are also robust with respect to testing procedures used.

As any propagation of risk affects investmmeéecisions, the impact at low frequencies
hints that penalties are reflected in the behavior of investors with longer investment horizons.
Thus, our results offer implications for portfolio selection and investment strategies on
financial markets sincesaet pricing in the frequency domain allows to capture the price of
risk at different frequencies, e.g. different investment horizons. Further, our analysis is
relevant to authorities imposing the penalties as well as those in charge of financial stability
Based on the experience from the period after the global financial crisis, banks have faced
several legal settlements that have frequently resulted in sizable pefatiegsults show
that while these penalties might especially affect both performandevaluation of the
receiving bank, they might also influence other banks. Without doubt the original objective of
the penalties to correct the social harm inflicted by bankghe potential ramifications
related to the stability of the banking seatan give oversight and enforcement authorities a
second thought on the effects of imposed penalties.
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Table 4.1: Interpretation of results from the perspective of a specific bank

Vector of To-spillovers From-spillovers
penaltiesType
of spillovers

Own penalties | Q2: To what extent does a specific bank| Q1: To what extent is a specific bank expos
contribute to systemic risk after it has to systemic risk after it has its own penalty
its own penalty announced/settled (while announed/settled (while nothing happens tc

nothing happens its competitors)? its competitors)?
Ot her b| Q3: Towhat extent does a specific bank| Q4: To what extentis a specific bank
penalties contribute to systemic risk after its exposed to systemic risk after its

competitors (and not a specific bank) hay competitors (and not a specific bank) have
their own penalty announced/settled? | their own penalty announced/settled?

Note:The vectors of own penalties and other banksd pena
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Table 4.2: Aggregated resultsi baseline and robustness checks

(a) Baseline results

Wilcoxon test Sign test
Vector of To-spillovers From-spillovers To-spillovers From-spillovers
. Type of a date - - - .
penalties Short- | Medium Long- Short- | Medium Long- Short- | Medium Long- Short- | Medium Long-
term -term term term -term term term -term term term -term term
Own Announcement | -0.02*** | -0.05*** | 0.50*** | -0.02** | -0.02*** | 0.81** | -0.02** | -0.05*** | 0.43*** | -0.02*** | -0.02** | 1.12***
penalties Settlement 0.00 0.00 -0.29%** -0.00 0.00 -0.27%** 0.00 0.01 -0.29%** -0.00 0.01 -0.23*
Ot her g Announcement | 0.01* | -0.02** | Q.12*** 0.00 -0.02*** | 0.24*** 0.00 -0.01*** 0.06 0.00 -0.02*** 0.08*
penalties Settlement 0.00 -0.01** | -0.17*** 0.00 -0.01*** | -0.18*** 0.00 -0.00 | -0.16*** 0.00 -0.01%** | -0.16%**

Note: The numbers in the table show the median difference between the value of the spillover before and after the annoutemenivsstid on the Wilcoxon / sitgst.

The null hypothesis of both tests is that the median difference is equal to some value (0 in otir*c&seand * denote statistical significance at the 1%, 5%, and 10%
levels, respectively.

(b) Large penalties (absolute)

Wilcoxon test Sign test
Vector of Type of a date To-spillovers From-spillovers To-spillovers From-spillovers
penalties Short- | Medium Long- Short- | Medium Long- Short- | Medium Long- Short- | Medium Long-
term -term term term -term term term -term term term -term term

Own Announcement | -0.01** -0.05* | 0.51*** 0.01 -0.02%** | Q.79*** -0.01 -0.05* 0.46*** | -0.01** -0.02* 1.12%**
penalties Settlement -0.01 -0.02 -0.26* -0.01 0.00 -0.16 -0.01 -0.03 -0.29 -0.01 0.00 -0.07
Ot her I Announcement 0.01 -0.01 0.16*** 0.01* -0.01** | 0.26*** -0.00 -0.01 0.10 -0.00 -0.02** 0.08
penalties Settlement -0.01 -0.01* | -0.13*** -0.00 | -0.02*** | -0.14*** -0.00 -0.01 | -0.10%** -0.00 | -0.01*** | -0.12***

Note: The numbers in the table show the median difference between the valuspifldwver before and after the announcement/settlement based on the Wilcoxon / sign test.

The null hypothesis of both tests is that the median difference is equal to some value (0 in oti*c&seand * denote statistical significance at the 1%, 586d 10%
levels, respectively.
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(c) Sample of banks without Bank of America

Wilcoxon test Sign test
Vector of Type of a date To-spillovers From-spillovers To-spillovers From-spillovers
penalties Short- | Medium Long- Short- | Medium Long- Short- | Medium Long- Short- | Medium Long-
term -term term term -term term term -term term term -term term

Own Announcement | -0.01** | -0.04** | 0.60*** | -0.02** | -0.03*** | 0.84*** -0.02 -0.04** | 0.41** | -0.02** | -0.02** | 1.12%**
penalties Settlement -0.01 0.00 -0.25%** -0.01 0.00 -0.27** -0.00 0.01 -0.17%** -0.01 0.01 -0.23*
Ot her K Announcement 0.00 -0.02%* | (0.22%* 0.00 -0.01*%** | 0.37*** 0.00 -0.01** 0.12* 0.00 -0.02** | 0.27***
penalties Settlement -0.00 -0.01** | -0.17*** -0.00 | -0.01*** | -0.18*** -0.00 -0.00 | -0.16*** -0.00 -0.01* | -0.16***

Note: The numbers in the table show the median difference between the value of the spillover before and after the annouhemernbsstd on the Wilcoxon / sign test.

The null hypothesis of both tests is that thedian difference is equal to some value (0 in our c&sg)**, and * denote statistical significance at the 1%, 5%, and 10%
levels, respectively.

(d) 80-days boundary for longterm spillovers

Wilcoxon test Sign test
Vector of penalties Type of a date | To-spillovers | From-spillovers | To-spillovers | From-spillovers
Long-term
Own penalties Announcement 0.18*** 0.25%** 0.171%** 0.21%**
Settlement -0.17x** -0.12%** -0.11%** -0.07**
Ot her b ank $Announcement 0.04** 0.05*** 0.04*** 0.04**
Settlement -0.03*** -0.04*** -0.02 -0.01

Note: The numbers in the table show the median difference between the value of the spillover before and after the annouhemernbasstd on the Wilcoxon / sign test.
The null hypothesis of both teststigat the median difference is equal to some value (0 in our ¢&se)*, and * denote statistical significance at the 1%, 5%, and 10%
levels, respectively.
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(e) Financial firms unrelated to mortgages and foreclosures (control group)

Wilcoxon test Sign test

Vector of Type of a date To-spillovers From-spillovers To-spillovers From-spillovers
penalties Short- | Medium Long- Short- | Medium Long- Short- | Medium | Long- Short- | Medium Long-

term -term term term -term term term -term term term -term term
All
mortgage- | Announcement 0.00 -0.01 0.02 -0.00 -0.02* 0.07** 0.00 -0.00*** 0.00 -0.00 | -0.02*** | 0.04***
and
foreclosure-
related Settlement -0.00 -0.00 -0.02* -0.00 -0.01 | -0.04*** 0.00 -0.00*** | -0.02*** 0.00* | -0.00*** | -0.02%**
penalties

Note: Thenumbers in the table show the median difference between the value of the spillover before and after the announcemer@stieomnethe Wilcoxon / sign test.
The null hypothesis of both tests is that the median difference is equal to some valoerr(@ase)***, **, and * denote statistical significance at the 1%, 5%, and 10%
levels, respectively.
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Figure 4.1: Gross volumes of penalties to banks in the United States (202016)
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Figure 4.2: Yearly distribution of penalties to banks in the United States (201i(2016)
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Figure 4.4: Length of the enforcement process (2012016)
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Figure 4.5: Test for the effect of penalties (in days)
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Figure 4.7: Contribution to systemic risk (to-spillovers)
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Figure 4.8: Exposure to systemic risk ffom-spillovers)
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Appendix

Table Al: Classification of dummy variables

Country Zero lower bound Acquis communautaire
Austria 2013M052017M12 N/A
Belgium 2013M052017M12 N/A
Bulgaria 2010M01 2017M12 2000M05 2004M12
Croatia N/A 2006M06 2011M06
Cyprus 2013M052017M12 1999M01 2002M12
Czech Republic 2012M072017M12 1999M01 2002M12
Denmark 2012M06 2017M12 N/A
Estonia 2013M052017M12 1999M01 2002M12
Finland 2013M05 2017M12 N/A

France 2013M052017M12 N/A
Germany 2013M05 2017M12 N/A

Greece 2013M052017M12 N/A
Hungary N/A 1999M01 2002M12
Ireland 2013M052017M12 N/A

Italy 2013M052017M12 N/A

Latvia 2014M01 2017M12 2000M04 2002M12
Lithuania 2015M01 2017M12 2000M04 2002M12
Luxembourg 2013M05 2017M12 N/A

Malta 2013M052017M12 2000M05 2002M12
Netherlands 2013M05 2017M12 N/A

Poland N/A 1999M01 2002M12
Portugal 2013M052017M12 N/A
Romania N/A 2000M05 2004M12
Slovakia 2013M052017M12 2000M05 2002M12
Slovenia 2013M052017M12 1999M01 2002M12
Spain 2013M052017M12 N/A

2009M04 2010MO08;
Sweden 2014MO7 2017M12 N/A
United Kingdom 2009M03 2017M12 N/A

Note: Intervals show the period when a particular dummy variakés the value of 1 and 0 otherwise. N/A shows that a
dummy variable for a corresponding country takes a value of O over the entire sample period. The ZLBallomathe

cl assi fi

cation of Kol end afollaws the dlassificatao of B2 O In@ ) t

80

Amel ACegbmmy

(



Table A2: The ADF test for relative and absolute convergence

Crosssectional average ECB target Maastricht criterion
Country Inflation Inf_Iation Intercept Inflation Ir?flation_ Intercept Inﬂation Ir?flation. Intercept

di ffere|di f fere (relative) di f f er e differential (relative) di f f er e differential (relative)

absolute) relative) absolute) (34, rel absolute) (y, rel
Austria 0.9730** 0.9799 0.0001 0.9256** 0.9223 0.0001 0.9905 0.9119 0.0009*
Belgium 0.9533*** 0.9583 0.0001 0.9331** 0.9289 0.0002 0.9796 0.8240** 0.0017**
Bulgaria 0.9761 0.9686 0.0004 0.9875 0.9881 -0.0001 0.9845 0.9760 0.0005
Croatia 0.8770*** 0.8570** -0.0003 0.9620* 0.9617 0.0000 0.9717* 0.9348 0.0008
Cyprus 0.9468* 0.8800 -0.0009* | 0.9747 0.9637 -0.0003 0.9510* 0.9362 0.0003
Czech Republic | 0.9561** 0.9459 -0.0002 0.9414** 0.9401 0.0001 0.9549** 0.8970*** 0.0010**
Denmark 0.9756** 0.9525 -0.0004 0.9688 0.9623 -0.0002 0.9565** 0.8880* 0.0006*
Estonia 0.9686* 0.9492* 0.0005* 0.9814 0.9721 0.0004 0.9851 0.9466* 0.0013*
Finland 0.9796* 0.9743 -0.0001 0.9571* 0.9566 0.0000 0.9705** 0.9497 0.0003
France 0.9831** 0.9789 -0.0001 0.9638 0.9531 -0.0002 0.9754 0.8960 0.0006*
Germany 0.9803** 0.9801 0.0000 0.9314** 0.9191 -0.0002 0.9662 0.8880 0.0006
Greece 0.9354*** 0.9132* -0.0003 0.9751 0.9754 -0.0002 0.9784 0.9641 0.0002
Hungary 0.9767* 0.9517 0.0007 0.9778* 0.9726 0.0002 0.9840* 0.9696 0.0007
Ireland 0.9829 0.9719 -0.0003 0.9727* 0.9630 -0.0003 0.9742** 0.9729 0.0000
Italy 0.9639** 0.9466* -0.0003 0.9627 0.9622 -0.0001 0.9733 0.9089 0.0007
Latvia 0.9850** 0.9767 0.0003 0.9879 0.9832 0.0001 0.9886* 0.9745 0.0004

81




Lithuania 0.9764* 0.9770 0.0001 0.9769* 0.9714 0.0003 0.9775* 0.9664 0.0005
Luxembourg 0.9406*** 0.9392 0.0000 0.9492* 0.9469 0.0001 0.9735 0.8970* 0.0013*
Malta 0.9421* 0.9309 -0.0003 0.8930** 0.8880 0.0001 0.9477* 0.7430*** 0.0029***
Netherlands 0.9548** 0.9357* -0.0004 0.9358** 0.9226 -0.0003 0.9674* 0.9328 0.0006
Poland 0.9533*** 0.9540** -0.0001 0.9786* 0.9745 0.0000 0.9671%= 0.9543*** 0.0005
Portugal 0.9398*** 0.9107** -0.0004 0.9347* 0.9328 -0.0002 0.9765 0.9402 0.0005
Romania 0.9623*** 0.9696*** 0.0000 0.9755*+* 0.9762 0.0000 0.9661*** 0.9726*** 0.0002
Slovakia 0.9417% = 0.9392%** 0.0001 0.9523*** 0.9531** -0.0001 0.9698*** 0.9512** 0.0005
Slovenia 0.9724* 0.9712 0.0000 0.9492** 0.9491 0.0000 0.9799** 0.9730 0.0003
Spain 0.9443* 0.9326 -0.0002 0.9621* 0.9571 -0.0001 0.9788 0.9493 0.0005
Sweden 0.9718*** 0.9620 -0.0002 0.9654 0.9543 -0.0002 0.9712 0.9189 0.0005
United

Kingdom 0.9809** 0.9831 0.0001 0.9769 0.9644 0.0002 0.9920 0.9682 0.0004

Note: Results of the Augmented DickBuller (ADF) test with inflation differentials based on the Harmonized Index of Consumer Prices (HICP) measure for abselgence (zero
intercept) and relative convergence (constant inteyosatr the entire sample period (1992917). ***, ** and * denote statistical significance at the 1%, 5%, and 10% levels, respectively.
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Table A3: The ADF-SUR test for relative convergence

Crosssectional average ECB target Maastrichtcriterion
county Inflation Intercept Inflation Intercept Inflation Intercept
di fferen di fferen di fferen
Austria 0.9758 0.0001 0.91271%** 0.0001 0.9486 0.0006*
Belgium 0.9748 0.0001 0.8652*** 0.0003 0.8547*** 0.0015***
Bulgaria 0.9649 0.0004 0.9686** 0.0001 0.9771 0.0004
Croatia 0.8584*** -0.0003 0.9449** 0.0001 0.9366** 0.0008*
Cyprus 0.9411 -0.0005 0.9383** -0.0004 0.9055** 0.0006
Czech Republic | 0.9530 -0.0001 0.9100*** 0.0002 0.9053*** 0.001***
Denmark 0.9561 -0.0003 0.9254*+* -0.0003 0.8704*+* 0.0008***
Estonia 0.9372%* 0.0007* | 0.9457** 0.0009** | 0.9490** 0.0013*+*
Finland 0.9805 -0.0001 0.9721 0.0000 0.9715 0.0001
France 0.9707** -0.0002 0.9065*** -0.0004** | 0.8823*** 0.0007***
Germany 0.9685** -0.0001 0.8930*** -0.0003 0.9277 0.0005*
Greece 0.9239*** -0.0003 0.9418* -0.0001 0.9475* 0.0006
Hungary 0.9282*** 0.0012*** | 0.9275*** 0.0011** | 0.9507**=* 0.0015***
Ireland 0.9698 -0.0003 0.9530*** -0.0005* | 0.9745 0.0000
Italy 0.9537* -0.0002 0.9225%*+* -0.0002 0.8949*** 0.0009***
Latvia 0.9681*** 0.0004 0.9633*** 0.0006 0.9749* 0.0006*
Lithuania 0.9692** 0.0002 0.9628** 0.0005 0.9648* 0.0006
Luxembourg 0.9475 0.0000 0.8704*** 0.0004 0.8852%*+** 0.0015***
Malta 0.9406 -0.0001 0.8476*** 0.0002 0.7177*** 0.0032%***
Netherlands 0.9280*** -0.0004 0.9287* -0.0003 0.9677 0.0003
Poland 0.9623** -0.0001 0.9504*** 0.0000 0.9521 %+ 0.0006**
Portugal 0.9100%** -0.0003 0.8724*** -0.0003 0.9245** 0.0008**
Romania 0.9750*** 0.0001 0.9628*** 0.0003 0.9748*** 0.0005
Slovakia 0.9365*** 0.0001 0.9280*** 0.0000 0.9455*** 0.0008
Slovenia 0.9629* 0.0001 0.9100*** 0.0000 0.9678** 0.0004
Spain 0.9246** -0.0002 0.9096*** 0.0000 0.9300%*** 0.0008**
Sweden 0.9651* -0.0002 0.9145%** -0.0003 0.9267 0.0005*
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United Kingdom | 0.9789 ‘ 0.0002 0.9620 0.0005**

0.9596 ‘ 0.0003

Note: Results of the ADISUR test with inflation differentials based on the Harmonized Index of Consumer Prices (HICP)
measure for relative convergence (consiiatercept) over the entire sample period (IZ8L7). The specification with the
crosssectional average is estimated with the restriction that the sum of the intercepts is equal to zero as in Lopez and Papell
(2012). *** ** and * denote statistical sigiicance at the 1%, 5%, and 10% levels, respectively.

Table A4: Summary statistics and description of variables used in the empirical analysis

Variable Description Bank Number Mean Std. Min. Max.
specific? of Dev.
observations
Mean The mean interest rate of the Yes 654 10.15 290 4.95 18.31

distribution of client interest rates o
consumer loans in a given month
Median The median interest rate of tr Yes 654 994 3.04 437 189
distribution of client interest rates o
consumer loans in a given month
Mode The interest rate that corresponds to ~ Yes 654 858 365 0.00 219
global maximum of the distribution o
client interest rates on consumer loa
in a given month
Market rate The weighted average of market ral Yes 654 1.01 063 0.20 2.60
corresponding to volumes of ne
consumer loans provided in a give
fixation category
(2011) in a given month

NPL ratio The ratio of norperforming consumer Yes 654 825 510 081 2211
loans to total consumer loans
Herfindaht The index of concentration of th No 654 19.08 1.61 15.92 23.50

Hirschman index  consumer loan market computed as -
sum of squares of market shares
individual banks in theample

Unemployment The unemployment rate computed | No 654 409 147 200 6.70
rate the Czech Statistical Office
Herfindaht The measure of concentration of tl No 654 11.06 0.65 10.24 12.53
Hirschman index consumer loan market thiatcludes both
incl. nonbanks banks and notvanks, computed by th

Czech National Bank
Boone indicator The measure of competition in tk Yes 654 -0.01 0.05 -0.02 -0.00

banking sector computed in line wit
Schaeack and Li hg8g
Market The measure of competition in tr No 654 0.00 1.00 -0.80 211
competition basec consumer loan market based on t
on the Bank Bank Lending Survey of the Czec
Lending Survey National Bank, computed as tF
cumulative sum of the changes
perception of the banking sect
concening the competition in the
consumer loan market

Note: The data source, if not stated otherwise, is the Czech National Bank.
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Table A5: Summary statistics of the daily volatility data

Bank Ticker | Mean Median St. dev. Skewness | Kurtosis
Bank of America BAC | 0.314 0.216 0.322 4.044 25.210
Barclays BCS | 0.251 0.175 0.261 4.737 35.700
Citigroup C 0.321 0.209 0.373 4,912 37.321
Credit Suisse CSs 0.208 0.155 0.184 3.802 21.657
Deutsche Bank DB 0.231 0.177 0.186 3.211 15.612
Fifth Third Bancorp FITB | 0.351 0.220 0.432 5.007 38.245
Flagstar Bank FBC | 0.531 0.340 0.565 3.931 27.998
Goldman Sachs GS 0.247 0.183 0.229 4.747 35.093
HSBC HSBC | 0.140 0.106 0.117 3.419 17.612
JPMorgan Chase JPM | 0.253 0.180 0.238 3.495 16.786
Morgan Stanley MS 0.330 0.233 0.373 7.163 85.800
PNC PNC | 0.256 0.174 0.272 5.419 56.983
Royal Bank of Scotland | RBS | 0.260 0.184 0.285 7.035 90.872
SunTrust STI 0.326 0.220 0.333 3.784 20.847
UBS UBS | 0.213 0.153 0.196 3.418 16.745
U.S.Bancorp USB | 0.233 0.159 0.242 4.075 24.704
Wells Fargo WFC | 0.262 0.172 0.277 3.426 14.886
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Table A6a: List of penalties (20102016)

Announcement Settlement Bank Regulator Value (mil. USD) | Announcement Settlement Bank Regulator Value (mil.USD)

n/a 201006-25 Morgan Stanley SA/AG 102.7 | 201104-05 201301-07 JPMorgan Chase COMP 1958
201004-16 201007-15 Goldman Sachs SEC 550 | 2011:04-05 201301-07 PNC COMP 180
200905-28 201007-29 Citigroup SEC 75 | 2011-04-05 201301-07 US Bancorp COMP 208
201012-15 201012-31 Bank of America FMCC 1350 | 2011-04-05 201301-07 Wells Fargo COMP 1991
20101215 201101-03 Bank of America FNMA 1520 | 201109-02 201301-07 Bank of America FNMA 11600
201104-04 201104-05 Wells Fargo SEC 11 | 201%04-05 201301-16 Goldman Sachs FED 330
20110414 201106-21 JPMorgan Chase SEC 153.6 | 2011-04-05 201301-16 Morgan Stanley FED 227
201%:09-15 20111019 Citigroup SEC 285 | 2011:04-05 201301-18 HSBC COMP 249
20110323 201%+11-15 Citigroup NCUA 20.5 | 20110323 201303-29 Bank of America NCUA 165
2011:03-23 201%+11-15 Deutsche Bank NCUA 145 | 20110902 201305-28 Citigroup FHFA 250
n/a 201111-28 Royal Bank of Scotland SA/AG 52 | 201109-02 201307-01 Citigroup FNMA 968
201%:04-13 201202-09 Wells Fargo HUD 5350 | 201%:07-28 201307-23 UBS FHFA 885
201104-13 201202-09 Citigroup HUD 2205 | 201103-23 201307-31 UBS SEC 50
201104-13 201202-09 JPMorgan Chase HUD 5290 | n/a 20130910 Barclays SA/AG 36.1
201104-13 201202-09 Bank ofAmerica HUD 11820 | 201109-02 201309-25 Citigroup FMCC 395
201202-29 20120814 Wells Fargo SEC 6.5 | 201109-02 201309-27 Wells Fargo FMCC 869
201202-29 201211-16 Credit Suisse SEC 120 | 201104-13 201310-10 SunTrust HUD 968
201202-29 201211-16 JPMorgan Chase SEC 296.9 | 201206-07 20131010 SunTrust FNMA 373
201104-05 201301-07 SunTrust FED 163 | 201206-07 201310-10 SunTrust FMCC 65
2011:04-05 201301-07 Bank of America COMP 2886 | 201109-02 201310-25 JPMorgan Chase FNMA 670
201104-05 201301-07 Citigroup COMP 794 | 20110902 201310-25 JPMorgan Chase FHFA 4000

Source Financial Times, Wall Street Journal, Factiva; SA/AG = state attorney / attorney general, SEC = Securities and Exchasge@divitiC = Federal Hont®an
Mortgage Corp. (Freddie Mac), FNMA = Federal National Mortgage Association (Fannie Mae), NCUA = National Credit UniontratiaoinislUD = Department of
Housing and Urban Development, FED = Federal Reserve, COMP = Office of the Comptroller ofrémey;UHFA = Federal Housing Finance Agency; DofJ =
Department of Justice, FDIC = Federal Deposit Insurance Corporation.
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Table A6b: List of penalties (20102016)

Announcement Settlement Bank Regulator Value (mil. USD) | Announcement Settlement Bank Regulator Value (mil. USD)

2011:09-02 201310-25 JPMorgan Chase FMCC 480 | 2011-09-02 20140321 Credit Suisse FHFA 885
20110902 201311-06 Flagstar Bank FNMA 121.5| 201%09-02 201403-26 Bank of America FHFA 9330
2011:09-02 201311-06 Wells Fargo FHFA 335.23 | 201109-02 201404-24 Barclays FHFA 280
201309-23 201311-19 JPMorgan Chase SA/AG 298.9 | 20110902 201406-19 Royal Bank of Scotland FHFA 100
201309-23 201311-19 JPMorgan Chase SA/AG 19.7 | 20110902 201406-30 HSBC DofJ 10
201309-23 201311-19 JPMorgan Chase DofJ 6000 | 201404-25 201407-14 Citigroup DofJ 7000
201309-23 201311-19 JPMorgan Chase FDIC 515.4 | 201402-25 201407-24 Morgan Stanley SEC 275
201309-23 201311-19 JPMorgan Chase FHFA 4000 | 201402-25 201408-20 Bank of America DofJ 16650
201309-23 201311-19 JPMorgan Chase SA/AG 100 | 2011-09-02 20140821 Goldman Sachs FHFA 1200
201309-23 201311-19 JPMorgan Chase SA/AG 34.4| 20110902 20140912 HSBC FHFA 550
201309-23 201311-19 JPMorgarChase NCUA 1400 | n/a 201510-06 Fifth Third Bancorp DofJ 85
201309-23 201311-19 JPMorgan Chase SA/AG 613.8 | n/a 20151019 Barclays NCUA 325
201311-06 201311-22 Fifth Third Bancorp FMCC 26 | nla 201512-10 Morgan Stanley NCUA 225
n/a 201312-10 US Bancorp FMCC 56 | 201506-05 201601-15 Goldman Sachs DofJ 5100
20130801 20131212 Bank of America SEC 131 | n/a 201602-02 Morgan Stanley FDIC 63
n/a 201312-12 PNC FMCC 89 | 201506-05 201602-04 Wells Fargo DofJ 1200
201109-02 201312-20 Deutsche Bank FHFA 1925 | 201506-05 201602-05 HSBC DofJ 470
2011:09-02 201312-27 Flagstar Bank FMCC 10.75 | 201506-05 201602-11 Morgan Stanley DofJ 3200
2011-09-02 201312-30 PNC FNMA 140 | n/a 201609-28 Royal Bank of Scotland NCUA 1100
2011:09-02 201312-30 HSBC FNMA 83 | n/a 20161003 Royal Bank of Scotland SA/AG 120
201109-02 201312-30 Wells Fargo FNMA 591 | 201506-05 201612-23 Credit Suisse DofJ 5300
201109-02 201402-04 Morgan Stanley FHFA 1250 | 201609-16 201612-23 Deutsche Bank DofJ 7200

Source Financial Times, Wall Street Journal, Factiva; SA/AG = state attorney / attorney general, SEC = Securities and ExchasgeGdividiC = Federal Home Loan
Mortgage Corp. (Freddie Mac), FNMA = Federal Natiodalrtgage Association (Fannie Mae), NCUA = National Credit Union Administration, HUD = Department of
Housing and Urban Development, FED = Federal Reserve, COMP = Office of the Comptroller of the Currency, FHFA = FedagydtiHausinAgency; DofJ =
Deparment of Justice, FDIC = Federal Deposit Insurance Corporation.
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Figure Ala: Inflation rates and three inflation benchmarks
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Figure Alb: Inflation rates and three inflation benchmarks
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